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Thermal Protection of a Ground
Layer With Phase Change
Materials
Conventional ground surface insulation can be used to protect power line foundations in
permafrost regions from the adverse effects of seasonal freezing and thawing cycles. But
previous studies have shown ineffective thermal protection against the receding perma-
frost with conventional insulation. In this paper, an alternative thermal protection method
(phase change materials (PCMs)) is analyzed and studied experimentally. Seasonal
ground temperature variations are estimated by an analytical conduction model, with a
sinusoidal ground surface temperature variation. A compensation function is introduced
to predict temperature variations in the foundation, when the ground surface reaches a
certain temperature profile. Measured data are acquired from an experimental test cell to
simulate the tower foundation. With thermal energy storage in the PCM layer, the surface
temperature of the soil was modified, leading to changes in temperature in the founda-
tion. Measured temperature data show that the PCM thermal barrier effectively reduces
the temperature variation amplitude in the foundation, thereby alleviating the seasonal
freezing and thawing cycles. Different thermal effects of the PCM thermal barrier were
obtained under different air temperature conditions. These are analyzed via melting
degree hours and freezing degree hours, compared with a critical number of degree
hours. �DOI: 10.1115/1.3194764�

Keywords: phase change material, ground heat transfer, insulation, foundation,
permafrost

1 Introduction
Thawing of permafrost beneath foundations in northern regions

can cause severe damage to structures and facilities. There are two
related types of problems: One is the seasonal thawing and freez-
ing in the active layer, and the other is the degradation of perma-
frost �increase of the active layer�. The freezing and thawing
cycles may cause substantial heave, settlement, tilting, or other
differential movements of a structure and may eventually cause
failure of the foundation and damage to the structure. The problem
becomes worse when combined with local permafrost degrada-
tion. Reference �1� provides a comprehensive overview of these
problems and examples of thaw induced disruptions to engineered
structures including pipelines, roads, power transmission lines,
and electrical facilities. Reference �2� also reports a series of per-
mafrost related foundation failure and structural deformation
problems of pipelines, old buildings, and gas/water distribution
systems at a Canadian site.

Several approaches can be used to protect the foundation of
structures in permafrost. They can be categorized as thermal,
structural, or geotechnical approaches. Since the fundamental
problem is related to the temperature variation in the foundation,
thermal approaches are more appropriate and more effective.
Ground heat transfer with an insulation layer was analyzed by an
interzone temperature profile estimation �ITPE� method for slab-
on-grade floors �3�. A thermal barrier with adaptive heat transfer
characteristics was developed for applications to zero gravity en-
vironments �4�. The most widely used thermal methods are
ground cooling with air ventilation, and thermal barriers with in-
sulation materials. The cooling method uses cold air, especially

during winter, to remove heat from the foundation so that the
ground temperature is lowered, and the permafrost is preserved or
recovered. Several air circulation-based devices, such as air con-
vection piles �5�, were studied for permafrost protection. The ther-
mal insulation method increases the thermal resistance of the
foundation, so as to reduce heat exchange between the atmosphere
and the ground, thereby mitigating the freezing/thawing cycles,
and possibly delaying the degradation of permafrost. Thermal in-
sulation was used in the 1980s in Alaska for roadway and airfield
engineering �6�, and widely used in the arctic regions of Russia to
prevent permafrost degradation and settlements �7�. Insulation
sheets were also used to protect power transmission line founda-
tions in northern regions of Canada �8�. In China, extensive stud-
ies were conducted in recent years for the thermal insulation pro-
tection of railway embankments in permafrost regions �9,10�.
Different conventional insulation materials were applied, includ-
ing styrofoam �8�, expanded polystyrene �EPS�, and polyurethane
foam �9,10�. Recently, aerogel insulation blankets were also re-
ported for thermal insulation during freezing processes �11�.

The thermal insulation method has many advantages such as
construction simplicity, low capital investment, and wide adapt-
ability to different structures. But previous studies have shown
significant disagreement in regards to overall thermal effective-
ness of this method. Field observations of railway embankments
with EPS insulation �9,10� showed that insulation can greatly re-
duce the range of annual ground temperatures and heat exchange.
However, reducing the ground temperature range does not neces-
sarily prevent freezing and thawing processes in the foundation.
Daigle and Zhao �12� showed that the use of rigid polystyrene
insulation actually promoted a fast frost penetration, due to the
higher thermal diffusivity and lack of latent heat of the insulation
board, as compared with ground material. Studies also found an
increased temperature of shallow ground and deep permafrost un-
der the insulation layers �9�.

In view of the limitations of conventional insulation materials
such as reduced effectiveness caused by moisture penetration, this

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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study considers a thermal barrier made of phase change materials
�PCMs� along the ground surface. The PCM layer absorbs and
releases heat in summer and winter seasons, respectively, but re-
mains at the phase change temperature for a significant period of
time, thereby reducing the temperature amplitude at the ground
surface. In this way, the problem of thawing and freezing cycles
can be alleviated or even prevented. Phase change materials have
been studied extensively in recent years. PCMs were used in ther-
mal management of buildings for energy conservation and human
comfort �13,14�, as well as the design of electronic heat sinks
�15,16�. Many other thermal management applications of PCMs
were reported, including passive thermal management of batteries
for electric vehicles �17� and thermal reservoirs for transient op-
eration of fuel cells �18�. Naterer �19� described PCMs to prevent
icing of bridges and reduce cracking of materials caused by re-
peated freezing and thawing. Such applications are similar to the
present tower foundation protection problem, although no such
studies have been previously reported for the present application.

Past studies have shown that PCMs are effective for passive
thermal management. But there is little or no information avail-
able on how they perform for ground thermal protection. Thermal
performance of PCM thermal barriers in altering the heat transfer
processes in a tower foundation �see problem schematic in Fig. 1�
will be studied in this paper, in order to design a thermal barrier
for effective thermal protection. This paper analyzes heat transfer
in the foundation with a PCM thermal barrier and conventional
insulations, both analytically and experimentally. In particular,
this study examines how a PCM thermal barrier alters the ground
surface temperature variations. When a structure is built over per-
mafrost, especially when metal footings are buried in the ground,
heat conduction through the footing will lead to an additional
thermal response in the local area surrounding the footing. This
was confirmed previously by experimental and analytical studies
�20–22�. In this study, thermal effects of the metal tower with
different thermal barriers will also be investigated experimentally.
This study provides both new analytical and experimental data
that will be useful for the design of PCM thermal protections for
structures in northern regions.

2 Formulation of Ground Heat Transfer
A model of heat conduction in a semi-infinite medium will be

first used to analyze the seasonal temperature variations in the
ground, without any structure. The ground is assumed to be ho-
mogenous with a constant thermal conductivity kg and constant
thermal diffusivity �g, with a uniform initial temperature of Ti.
This assumption of constant values for ground thermal conductiv-

ity and thermal diffusivity is often used in analytical ground heat
transfer modeling �23,24�. The ground surface is assumed to have
a time-varying temperature of Tgs�t�. Defining a temperature dif-
ference relative to the initial temperature, �=T−Ti. The initial
temperature difference becomes zero, and the surface is kept at
�gs�t�=Tgs�t�−Ti. The transient temperature difference in the
ground �g�z , t� can be expressed as �25,26�

�g =
2

�0.5�
z/2��gt

�

�gs�t −
z2

4�g�2�e−�2
d� �1�

where � is the integration variable. The solution in Eq. �1� is
available from well-known classical solutions in heat transfer text-
books such as Refs. �25,26�. It involves the solution of the Fourier
equation for a semi-infinite medium, initially at �t=0=0 with a
boundary condition of �z=0=�gs�t�. The problem is solved with a
continuous infinite plane doublet of strength 2�g�gs�t� at the plane
of z=0 to find the thermal response in an infinite medium.

The air and ground surface temperatures will be approximated
by sinusoidal expressions. For example, Fig. 2 shows the tempera-
tures of air and soil at a 5 cm depth in Thompson, Manitoba,
Canada �27�. The air temperature can be approximated by

Tair�t� = 3.5 + 20 sin�2�t

12
− 2.1� �2�

where t is time in units of months. This temperature profile is
similar to that of the ground surface temperature, except there is
usually an insignificant temperature difference between the two.
The ground surface temperature can be approximated by the fol-
lowing general sinusoidal expression:

�gs�t� = �gsm + Ags sin�wgst + �gs� �3�

where �gsm is the average ground surface temperature, Ags is the
amplitude of the temperature variation, wgs is the frequency of
variation, and �gs is the phase lag. Substituting Eq. �3� into Eq. �1�
leads to

�g =
2

�0.5�
z/2��gt

� 	�gsm + Ags sin
wgs�t −
z2

4�g�2� + �gs��e−�2
d�

�4�

If a long-term temperature response is needed, then the transient
term can be neglected. This leads to the following approximate
solution of the temperature difference �20�:

Fig. 1 Schematic of a simplified tower foundation—a metal
rod buried in permafrost

Fig. 2 Daily averaged air and soil temperatures in Thompson,
Manitoba, from the Canadian climate normals or averages data
„1971–2000… †27‡
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�g = �gsm erfc� z

2��gt
� + Agse

−z�wgs/2�g sin�wgst − z�wgs

2�g
+ �gs�

�5�
Heat conduction in the ground will be altered when a PCM layer
is placed along the ground surface. A PCM layer starts to melt
downward when its top surface temperature TsPCM is greater than
its phase change temperature TfPCM. If the initial temperature of
the PCM is the phase change temperature �Stefan problem�, the
melting distance can be calculated by the following equation �19�:

ZPCM�t� =� 2kPCM

�PCMLPCM
�TsPCM − TfPCM�t �6�

where kPCM, �PCM, and LPCM are the thermal conductivity, density,
and latent heat of the phase change material, respectively. There-
fore, the time needed for melting to a distance of HPCM becomes

tmelt =
HPCM

2 �PCMLPCM

2kPCM�TsPCM − TfPCM�
�7�

When the PCM layer of thickness HPCM is placed over the ground
surface, the melting time will be different than the time calculated
by Eq. �7�, depending on the thermal properties of the soil under
the PCM layer. Moreover, if the initial temperature of the PCM
layer is lower than its phase change temperature, the melting time
will be longer than the calculated value. Nevertheless, Eq. �7�
provides a useful estimation of the melting time for the design of
the PCM layer.

The PCM layer can be designed with a particular phase change
temperature, thickness, and thermal properties for a specific appli-
cation. For example, it can be designed so that the melting time is
longer than the warm period, during which the air temperature is
higher than the phase change temperature of the PCM. In this way,
the PCM layer will not be fully melted during the warm seasons,
leading to a special ground surface temperature profile illustrated
in Fig. 3. The original ground surface profile expressed in Eq. �3�
is modified, and a nearly constant ground surface temperature
portion �tp1 to tp2� is introduced in the warm seasons, where tp1
and tp2 are the times when the original temperature profile reaches
the phase change temperature of the PCM layer TfPCM. In this
example, �gsm=−2°C, Ags=18°C, wgs=2� / Pgs �where Pgs=365
days�, �gs=−2, and the phase change temperature of the PCM
layer is TfPCM=10°C.

Transient heat conduction in the ground with this boundary
condition can be solved by introducing a series of compensation
functions and superposing them to the original ground surface
temperature profile using Eq. �5�. Figure 4 illustrates this method
with the first two compensation functions for the first warm sea-
son. The cycle period of the compensation functions is twice the
melting period, i.e., 2�tp2− tp1�. The amplitude of the compensa-
tion functions is the difference between the original peak ground

surface temperature and the phase change temperature of the PCM
layer, i.e., �gsm+Ags−TfPCM. The phase lag between the first com-
pensation function and the original temperature profile is tp2− tp0,
where tp0 is the time instant when the original temperature profile
�gs reaches its average temperature, as shown in Fig. 4. The phase
lag between the first and second compensation function is tp2
− tp1. The two compensation functions can be expressed by

�gsc1 = ��gsm + Ags − TfPCM�sin
� �

tp2 − tp1
��t + �gs − tp2 + tp0��

�8�

�gsc2 = ��gsm + Ags − TfPCM�sin
� �

tp2 − tp1
��t + �gs − tp2 + tp0� − ��

�9�
Similar functions can be used for other warm seasons, except for
different phase lags.

In Sec. 3, both conventional insulation materials and phase
change materials will be studied experimentally, with respect to
thermal protection of a simulated power transmission tower. Re-
sults of experimental measurements in a test cell will be presented
for different thermal protection methods.

3 Experimental Setup and Measurement Procedure
Figure 5 shows a schematic of the experimental apparatus. A

cubic container is made with 2.54 cm thick Plexiglas with an inner

Fig. 3 Ground surface temperature with a PCM layer Fig. 4 Illustration of the compensation function method

Fig. 5 Schematic of the experimental system. 1: Container, 2:
Thermal barrier, 3: Plate heat exchanger, 4: Circular heat ex-
changer and metal rod, 5: Temperature controlled baths, 6:
Flow sensors, 7: Thermocouple analog input modules, 8: USB
chassis for cDAQ-9172, 9: Computer and data logger program,
�: Thermocouples.
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volume of 200�200�200 mm3, filled with soil or another heat
transfer medium. An additional layer of composite fabric was used
for further insulation purposes. A multipass plate heat exchanger,
with temperature controlled fluid circulating within it, was in-
stalled on the top of the container to simulate a varying air tem-
perature over the ground surface. The bottom plate of the heat
exchanger was fabricated with aluminum, while the cover was
made of stainless steel. The inner surfaces of the heat exchanger
were coated with a thin layer of epoxy for protection against cor-
rosion. The plate heat exchanger was enclosed by the walls of the
container and a Plexiglas cover, 20 mm thick. A circular heat
exchanger was designed together with an aluminum rod to repre-
sent the tower footing. It can be inserted into the container
through a hole located at the center of the cover. A temperature
controlled fluid then circulates around the finned part of the rod
inside the circular heat exchanger, to simulate the air temperature
around the above-ground portion of the simulated metal structure
�metal tower�. The shell of this heat exchanger was made with
acrylonitrile butadiene styrene �ABS� for insulation purposes. The
3 mm thick ABS shell was wrapped with another layer of com-
posite fabric of 8 mm thickness to provide additional thermal
insulation.

Two different heat transfer media were used in the experiments.
A dry medium �flour� was initially used in the test cell for 1D heat
conduction validation of the experimental setup. It has the follow-
ing properties: density of �flr=780 kg /m3, thermal conductivity
of kflr=0.24 W /m K, and thermal diffusivity of �flr=1.6
�10−7 m2 /s. The other medium is real soil obtained from a field
site near a power transmission tower in Oshawa, Ontario, Canada.
The soil was mixed thoroughly to reach a uniform structure before
its properties were measured, i.e., density �soil, moisture content
	soil, thermal conductivity ksoil, and thermal diffusivity �soil. The
density of the soil was measured to be �soil=1174 kg /m3. The
volumetric moisture content of the soil was measured by a soil
moisture sensor �type EC-5 ECH2O, from Decagon Devices, Inc.,
Pullman, WA�, 	soil=16.5%. A soil property sensor �type TP01,
from Hukseflux Thermal Sensors, Delft, The Netherlands� was
used to measure the thermal conductivity and diffusivity of the
soil, which were found to be dependent on the soil temperature, as
illustrated in Fig. 6. The PCM thermal barrier is placed between
the top surface of the heat transfer media and the bottom of the
flat plate heat exchanger, where good contact was realized by
fastening the cover of the test cell. It is a phase change material
pack, named RPCM cool pack, made from animal and vegetable
sources. Two packs, one with a nominal thickness of 10 mm and
another of 20 mm, were used in the experiments. The RPCM has
a phase change temperature of 18°C, a density of 840 kg /m3, a
thermal conductivity of 0.55 W /m K, a specific heat of
2.1 kJ /kg K, and latent heat of 195 kJ/kg.

The circulating fluids for both the plate and circular heat ex-
changers were supplied by two heating and refrigerating baths
�from NESLAB Instruments, Waltham, MA�, ULT-80 and RTE
140, respectively. The ULT-80 bath can provide a temperature
ranging from −80°C to +10°C, with a stability of 
0.03°C. The
RTE 140 can provide a temperature ranging from −40°C to
+150°C, with a stability of 
0.05°C. Two different fluids were
used for different temperature ranges. When the lowest desired
temperature is higher than 1°C, tap water was used in the baths.
When the lowest temperature is below 1°C, a nonfreezing fluid is
used, namely a 50/50 mixture �by volume� of filtered tap water
and ethylene glycol. The flow rates of the circulating water were
measured with flow sensors �type FTB603B, from Omega, Laval,
QC�.

A data acquisition system was used for the temperature mea-
surements, including 15 T-type thermocouple �TC� probes
�Omega� that were inserted horizontally into the enclosure at dif-
ferent locations through three sides of the Plexiglas walls, with
five TCs on each side. The radial distance R between the TCs and
the aluminum rod was the same for each side, but it varied for
different sides. When thermal barriers were applied on the top
surface, another five T-type thermocouples were distributed over
the soil surface to measure its temperature variation. In addition,
eight T-type thermocouples were installed at the inlets and outlets
of the two heat exchangers to monitor the circulating fluid tem-
peratures. The thermocouples were connected to six thermocouple
analog input �TAI� modules NI 9211 �National Instruments, Aus-
tin, TX� with a differential connection mode. Each TAI module
provided four channel inputs. The TAI modules were connected to
a cDAQ-9172 �National Instrument� chassis, which is connected
to the computer for data acquisition and analysis.

Efforts were made to minimize experimental errors and uncer-
tainties as much as possible. T-type thermocouple wires were used
to connect the inserted probes and the analog input modules.
These wires were made as short as possible to reduce the uncer-
tainty in the measured temperature, which was the dominant un-
certainty in the study. An uncertainty analysis was conducted by
the method of Kline and McClintock �28�. The results are sum-
marized in Table 1. The uncertainty of the measured temperature
includes the cold-junction compensation sensor accuracy, errors
caused by the NI 9211 modules, as well as the accuracy of the
thermocouple probe itself. Time was recorded by the VI logger,
based on the CPU time for transient temperature measurements.
The precision limit was assumed negligible. The bias limit arose
from the inaccuracy of defining the starting time of the measure-
ments, which lies in the range of 5 s.

4 Results and Discussion

4.1 One-Dimensional Transient Heat Conduction
Validation. In order to validate the experimental system and ana-
lytical solutions, 1D heat conduction was first considered using a
dry medium �flour� in the test cell, with an initial temperature Ti
=22.1°C. Without any thermal barrier and circular heat ex-

Fig. 6 Soil thermal conductivity and diffusivity at different
temperatures „�soil=16.5%…

Table 1 Measurement uncertainties

Parameter Uncertainty

Temperature �T� 
1.3°C
TC positions: Radial distance �R� 
1.2 mm
Vertical distance �z�
Diameter of the metal rod �Rb� 
0.5 mm
Buried length of the metal rod �Hb� 
1.1 mm
Density of soil and flour ��soil and �flr� 
2.37%
Thermal conductivity of soil �ksoil and kflr� 
5%
Thermal diffusivity of soil ��soil and �flr� 
20%
Moisture content of soil �	soil� 
0.003 m3 /m3
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changer, a sinusoidal surface temperature in the following form
was obtained by circulating temperature controlled fluid through
the flat plate heat exchanger:

Tf = 22.1 + 16 sin�2�t

P
+

2�

3
− 2� �10�

where the cyclic period P is 146 min in this case. This leads to a
top boundary temperature of

�gs�t� = 16 sin�2�t

P
+

2�

3
− 2�

and the temperature difference in the test cell can be calculated by
Eq. �5� and compared with the measured results, as shown in Fig.
7. Good agreement was obtained at both locations. The results
show the decrease in temperature variation amplitude with depth
in the ground. A nearly constant temperature at z=91.5 mm also
confirms that heat conduction only propagates to a fixed depth
within the test cell, so the assumption of a semi-infinite medium is
valid.

4.2 Ground Surface Temperature Beneath a PCM Ther-
mal Barrier. To examine thermal protection from the PCM ther-
mal barrier, an RPCM package was placed over the soil surface in
the test cell. The flat plate heat exchanger was then installed to
provide a controlled upper surface temperature for the PCM layer,
denoted as TuPCM, to simulate air temperature variations in a real
foundation site. With thermal energy storage in the PCM layer, the
surface temperature of the soil was modified, leading to changes
in temperature in the test cell. Figure 8 shows the modified soil
surface temperatures below the 20 mm thick PCM layer, denoted
as TbPCM, under a typical air temperature profile TuPCM. It can be
observed that the soil surface temperature range was greatly re-
duced by the PCM thermal barrier. The soil surface remains nearly
constant at a certain temperature for two periods in each cycle,
between the highest and lowest air temperatures �marked by the
portion between two horizontal dashed lines in the figure�. It can
be observed that this constant temperature is about 18°C, which
corresponds to the phase change temperature of the PCM. Results
in Figs. 8 and 9 also suggest that the nearly constant temperature
portion after the warm period is flatter than the previous portion
before the temperature peak. This may be due to the difference in
freezing and melting mechanisms of the PCM.

Figure 9 shows the results for the 10 mm thick PCM thermal
barrier under the same experimental conditions, compared with
results of the 20 mm thickness. Similar soil surface patterns were
realized, with a further reduced temperature range and longer pe-
riods of constant soil surface temperatures. The amplitude of the
simulated air temperature was 23°C. The amplitude of the soil

surface temperature was reduced to 8.9°C, with the 10 mm PCM
layer, and to 7.15°C with the 20 mm PCM layer. Analysis in the
following will show that a PCM layer thickness of 27 mm may be
able to eliminate the temperature amplitude at the soil surface.

Different thermal effects of the PCM thermal barrier were real-
ized under different air temperature conditions, as shown in Fig.
10, for four tests with the 20 mm thick PCM thermal barrier
�labeled as tests �a�, �b�, �c�, and �d��. Figure 10 shows the modi-
fied soil surface temperature profiles, compared with the air tem-
perature profiles �TuPCM listed in Table 2� and phase change tem-
perature of the PCM �18°C�. In test �a�, the soil surface
temperature varies in a nearly sinusoidal fashion �without a clear
constant temperature portion�, and it remains below 18°C. In test
�b�, the soil surface temperature just reaches 18°C, and stays
nearly constant at this temperature in the warm periods. Then it
drops rapidly to a low temperature around 7.5°C in the cold pe-
riods. Test �c� shows a situation where the soil surface temperature
rises to 26.5°C in the warm periods, followed by a nearly con-
stant period around 18°C. Then it declines to a temperature of
12.3°C in the cold periods. In test �d�, the soil surface temperature
stays nearly constant around 18°C for a relatively long period in
the cold periods, and then rises to 29°C in the warm periods. In
this way, the soil surface temperature profile only has variations
during warm periods, while variations in the cold periods were cut
flat by effects of the PCM layer.

A method of freezing and melting degree hours can be used to
interpret the observed behavior of the PCM layer under different
air temperature conditions. This method is similar to the well-
known concept of heating and cooling degree days in building

Fig. 7 Measured and analytical results for one-dimensional
transient heat conduction

Fig. 8 Variations in simulated air temperature above the PCM
layer „TuPCM… and the soil surface temperature under the PCM
layer „TbPCM…

Fig. 9 Effects of PCM layer thickness on its thermal protection
performance
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energy analysis. In the experiments, when the controlled surface
temperature TuPCM is higher than the phase change temperature
TfPCM, the temperature difference multiplied by the duration of the
period �in h� is calculated as melting degree hours �MDHs�. The
freezing degree hours �FDHs� is calculated for periods when
TuPCM is lower than TfPCM. Table 2 lists the melting and freezing
degree hours for a full cycle of the simulated air temperature for

each test in Fig. 10.
The minimum melting or freezing degree time for a PCM layer

can be obtained by rearranging Eq. �7� as follows:

tmelt�TsPCM − TfPCM� =
HPCM

2 �PCMLPCM

2kPCM
�11�

From this equation, the critical melting or freezing degree hours
can be calculated for the 20 mm RPCM as follows:

DHc =
�0.02�2 � 840 � 195 � 103

2 � 0.55
= 59563.64 deg s

= 16.55 deg h �12�
As discussed in Sec. 2, the actual melting time may be different
than the calculated value. In the present experiments, the soil has
a similar conductivity as the PCM, but it has a much higher den-
sity and latent heat �333.7 kJ/kg for water in the soil� than the
PCM. Therefore, the actual melting time would be much longer
than the calculated result in Eq. �7�. Consequently, the actual criti-
cal melting or freezing degree hours are expected to be much
larger than 16.55 deg h to realize complete melting or freezing of
the PCM layer.

Using this method, the number of MDH in test �a� is only 7.98,
far less than the critical degree hours. Therefore, the PCM layer
can only melt to a shallow top level in the warm periods, while its
bottom remains frozen throughout the whole test, resulting in the
modified soil surface temperature in Fig. 10�a�. In test �b�, the
number of MDH �41.5� is large enough to fully melt the whole
PCM layer, but not large enough to make the PCM bottom layer
warmer than its phase change temperature. Therefore, the PCM
bottom layer remains at 18°C for a short time of the warm period;
it then cools down to freeze back. In test �c�, the number of MDH
is so large that the PCM layer is fully melted, and its temperature
continues to increase, resulting in a soil surface temperature
higher than 18°C. The number of FDH in test �c� is also very
large, so the PCM layer can be fully frozen, and further cools
down in the cold periods. Similarly, the soil surface temperature
profile in test �d� can be understood by the large number of MDH
�102.35� that makes the bottom layer of the PCM fully melted. It
reaches a peak temperature higher than 18°C in the warm periods.
The number of freezing degree days �60.33� is also large enough
to fully freeze the PCM layer, but not sufficiently large to make its
temperature continue to cool down, resulting in a flat temperature
portion in the cold periods. For the current experiments, the actual
critical degree hours for the 20 mm thick PCM layer would be
around 60, i.e., 3.6 times the calculated number in Eq. �12�. Based
on this analysis, the critical degree hours of the PCM layer should
be equal or larger than 107.13 in order to make the soil surface
temperature in test �c� almost unchanged. This requires a thick-
ness of 27 mm of the PCM layer.

4.3 Application of Compensation Function Method for
Ground Temperature Prediction. In order to validate the com-
pensation function method, the model was used to predict soil
temperatures in the test cell for test �d� of Fig. 10. Temperature
differences were compared with the initial soil temperature in the
test cell, and only the cyclic temperature portion was analyzed
�excluding the noncyclic starting period�. The soil surface tem-
perature difference �gs� �t� is shown by the solid line in Fig. 11. The
dashed line is the following sinusoidal temperature profile, fitting
the soil surface during warm periods:

�gs�t� = − 5.5 + 12 sin�0.00012467t − 3.77748� �13�
The first compensation function can be derived as

�gsc1�t� = 4.05 sin�0.000112384t − 0.4183872� �14�
Figure 12 shows a comparison between the measured soil tem-
peratures at 15 mm depth and the soil temperatures predicted by
the compensation function method. The predicted temperature

Fig. 10 Soil surface temperatures with a PCM thermal barrier
of 20 mm, showing the effects of the PCM layer for different air
temperature conditions
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profile generally agrees well with measured data, except a maxi-
mum discrepancy of 1.2°C or 14% of the measured temperature
range at this depth.

4.4 Thermal Effects of Metal Tower With Different Ther-
mal Barriers on the Ground. Heat transfer in the foundation can
be influenced in a local ground region by heat conduction through
a metal structure partially buried in the ground. In this section,
thermal effects of a metal tower are studied experimentally with
the 10 mm PCM thermal barrier along the ground surface. The
circular heat exchanger was installed onto the test cell, with the
aluminum rod inserted into the center of the test cell. The circu-
lating fluids through both the flat plate and circular heat exchang-
ers were controlled with the same temperature variation, to simu-
late the air temperature passing over the ground surface and tower

structure.
Figure 13 shows measured temperature results at two locations

�R=7 mm and z=20 mm, and R=39 mm and z=20 mm� of the
same depth level, but different radial distances from the tower
footing. Without the protection of a thermal barrier, soil at this
location experienced a freezing period at a temperature of about
−1°C in the cold period. The PCM thermal barrier prevented soil
freezing by reducing the soil temperature amplitude. Thermal ef-
fects of the tower can then be determined by comparing the tem-
perature profiles at locations of different radial distances. The re-
sults indicated that the thermal barrier cannot prevent the thermal
effects induced by the tower. On the contrary, it actually increases
thermal effects of the tower. When there was no insulation, the
thermal effect of the tower was only noticeable in the cold period,
with lower temperatures at the location closer to the tower foot-
ing. An application of the PCM thermal barrier caused more ther-
mal effects of the tower, as indicated by the larger difference
between temperatures at R=7 mm and R=39 mm, where the
former location experienced higher warm temperatures and lower
cold temperatures than the latter. This may occur because the in-
sulation only reduces heat transfer through the ground surface, but
it cannot prevent heat conduction through the metal tower. The
insulation layer creates a larger temperature difference between
the atmosphere and the deeper levels of the foundation, thereby
causing more heat conduction through the tower to the foundation.

These results confirm that thermal barriers on the ground sur-
face can effectively reduce foundation temperature amplitudes by
reducing heat conduction through the ground surface. But these
thermal barriers cannot prevent heat conduction through the metal
tower. They increase this heat conduction and lead to more sig-

Table 2 Summary of simulated air temperature conditions

Test TuPCM�t� MDH FDH MDH /DHc FDH /DHc MDH/FDH

�a� 4 + 20 sin� 2�

480
t� 7.98 122.32 0.48 7.39 0.07

�b� 12 + 25 sin� 2�

480
t +

�

2
� 41.50 89.52 2.51 5.41 0.46

�c� 15 + 23 sin� 2�

720
t + 0.42� 70.63 107.13 4.27 6.47 0.66

�d� 21 + 18 sin� 2�

840
t� 102.35 60.33 6.19 3.65 1.70

Fig. 11 Soil surface temperature under a PCM layer in the test
cell, and the fitted sinusoidal temperature profile

Fig. 12 Comparison between predicted „compensation func-
tion method… and measured data

Fig. 13 Effects of PCM thermal barrier on temperature varia-
tions at two locations „R=7 mm and z=20 mm, and R
=39 mm and z=20 mm… in the test cell
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nificant thermal effects of the tower footing, although the magni-
tude of the temperature difference caused by the metal tower is
much smaller than that caused by temperature variations along the
ground surface. Other protection techniques, such as a ground
cooling method with air ducts or solar radiation shields, could also
be integrated with thermal barriers to further protect the founda-
tion.

5 Conclusions
In this paper, a thermal barrier made of phase change material

was shown to provide an excellent alternative to conventional
insulation in ground heat transfer problems. It reduces the ampli-
tude of temperature cycles in the foundation and can thereby ef-
fectively alleviate damage caused by seasonal freezing and thaw-
ing cycles. Under different air temperature conditions, the PCM
thermal barrier provides different patterns of modified ground sur-
face temperatures. The PCM parameters �thermal conductivity,
latent heat, and thickness� could be designed for a particular foun-
dation protection purpose, i.e., cold or warm preservation, using
the melting and freezing degree-day analysis. When the desired
ground surface temperature is achieved, i.e., nearly constant tem-
perature profile in either cold or warm periods, the compensation
function method may be used to predict ground temperatures at
different depths in the foundation.

Thermal barriers can protect the permafrost foundation by re-
ducing the thawing and freezing cycle in the active layer, but they
cannot reduce heat conduction through the metal tower. On the
contrary, it may increase this heat flow and enhance thermal ef-
fects of the metal tower, although the magnitude of temperature
difference caused by the metal tower is much smaller than that
caused by temperature variations along the ground surface. A
comprehensive thermal protection strategy must be employed for
permafrost structures with buried metal parts. The PCM thermal
barrier can be integrated with other thermal protection techniques,
such as conventional insulation, passive ground cooling ducts, so-
lar radiation shields, and so forth to further protect the foundation.
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Nomenclature
A � amplitude
D � distance, diameter �m or mm�
k � thermal conductivity �W /m°C�
L � latent heat �kJ/kg�
P � cyclic period �s, min, days, or months�
r � radial coordinate �m or mm�
R � radius �m or mm�
T � temperature �°C�
t � time �s, min, days, or months�

w � frequency
z � vertical coordinate �m or mm�
Z � depth �m or mm�

Greek
� � thermal diffusivity �m2 /s�
� � intermediate variable in Eq. �1� and Eq. �4�
� � temperature response or difference �°C�
	 � moisture content �%�
� � density �kg /m3�
� � phase lag

Subscripts
b � buried metal rod or tower
f � fluid

flr � flour
g � ground

gs � ground surface
gsm � mean value at ground surface

i � initial condition
PCM � phase change material

References
�1� U.S. Arctic Research Commission Permafrost Task Force, 2003, “Climate

Change, Permafrost, and Impacts on Civil Infrastructure,” U.S. Arctic Re-
search Commission, Special Report No. 01-03.

�2� Couture, R., Robinson, S. D., and Burgess, M. M., 2000, “Climate Change,
Permafrost Degradation, and Infrastructure Adaption: Preliminary Results
From a Pilot Community Case Study in the Mackenzie Valley,” Geological
Survey of Canada, Current Research 2000-B2.

�3� Krarti, M., Claridge, D. E., and Kreider, J. F., 1990, “ITPE Technique Appli-
cations to Time-Varying Three-Dimensional Ground-Coupling Problems,”
ASME J. Heat Transfer, 112�4�, pp. 849–856.

�4� Furmanski, P., and Floryan, J. M., 1994, “A Thermal Barrier With Adaptive
Heat Transfer Characteristics,” ASME J. Heat Transfer, 116�2�, pp. 302–310.

�5� Reid, R. L., and Evans, A. L., 1983, “Investigation of the Air Convection Pile
as a Permafrost Protection Device,” Proceedings of 4th International Confer-
ence on Permafrost, National Academy Press, Washington, DC, pp. 1048–
1053.

�6� Esch, D. C., 1986, “Insulation Performance Beneath Roads and Airfields in
Alaska,” Proceedings of the Fourth International Specialty Conference, ASCE,
Reston, VA, pp. 713–722.

�7� Feklistov, V. N., and Rusakov, N. L., 1996, “Application of Foam Insulation
for Remediation of Degraded Permafrost,” Cold Regions Sci. Technol., 24�2�,
pp. 205–212.

�8� Staudzs, A., 1982, “Frost and Permafrost: Effects and Remedial Work on
Transmission Tower Foundations,” Manitoba Hydro Report, Winnipeg, MB,
Canada.

�9� Wen, Z., Sheng, Y., Ma, W., and Qi, J., 2005, “Evaluation of EPS Application
to Embankment of Qinghai–Tibetan Railway,” Cold Regions Sci. Technol.,
41�3�, pp. 235–247.

�10� Sheng, Y., Wen, Z., Ma, W., Liu, Y., Qi, J., and Wu, J., 2006, “Long-Term
Evaluations of Insulated Road in the Qinghai-Tibetan Plateau,” Cold Regions
Sci. Technol., 45�1�, pp. 23–30.

�11� Bardy, E. R., Mollendorf, J. C., and Pendergast, D. R., 2007, “Thermal Con-
ductivity and Compressive Strain of Aerogel Insulation Blankets Under Ap-
plied Hydrostatic Pressure,” ASME J. Heat Transfer, 129�2�, pp. 232–235.

�12� Daigle, L., and Zhao, J. Q., 1999, “Effectiveness of Rigid Insulation for Ther-
mal Protection of Buried Water Pipes in Rock Trenches,” CSCE 1999 Annual
Conference—First Cold Regions Specialty Conference, pp. 389–398.

�13� Khudhair, A. M., and Farid, M. M., 2004, “A Review on Energy Conservation
in Building Applications With Thermal Storage by Latent Heat Using Phase
Change Materials,” Energy Convers. Manage., 45�2�, pp. 263–275.

�14� Medina, M. A., King, J. B., and Zhang, M., 2008, “On the Heat Transfer Rate
Reduction of Structural Insulated Panels �SIPs� Outfitted With Phase Change
Materials �PCMs�,” Energy, 33�4�, pp. 667–678.

�15� Saha, S. K., Srinivasan, K., and Dutta, P., 2008, “Studies on Optimum Distri-
bution of Fins in Heat Sinks Filled With Phase Change Materials,” ASME J.
Heat Transfer, 130�3�, p. 034505.

�16� Weinstein, R. D., Kopec, T. C., Fleischer, A. S., D’Addio, E., and Bessel, C.
A., 2008, “The Experimental Exploration of Embedding Phase Change Mate-
rials With Graphite Nanofibers for the Thermal Management of Electronics,”
ASME J. Heat Transfer, 130�4�, p. 042405.

�17� Al-Hallaj, S., and Selman, J. R., 2002, “Thermal Modeling of Secondary
Lithium Batteries for Electric Vehicle/Hybrid Electric Vehicle Applications,” J.
Power Sources, 110�2�, pp. 341–348.

�18� Faghri, A., and Guo, Z., 2005, “Challenges and Opportunities of Thermal
Management Issues Related to Fuel Cell Technology and Modeling,” Int. J.
Heat Mass Transfer, 48�19–20�, pp. 3891–3920.

�19� Naterer, G. F., 2003, Heat Transfer in Single and Multiphase Systems, CRC,
Boca Raton, FL.

�20� Duan, X., and Naterer, G. F., 2008, “Ground Thermal Response to Heat Con-
duction in a Power Transmission Tower Foundation,” Heat Mass Transfer,
44�5�, pp. 547–558.

�21� Duan, X., and Naterer, G. F., 2008, “Ground Heat Transfer From a Varying
Line Source With Seasonal Temperature Fluctuations,” ASME J. Heat Trans-
fer, 130�11�, p. 111302.

�22� Duan, X., and Naterer, G. F., 2009, “Heat Conduction With Seasonal Freezing
and Thawing in an Active Layer Near a Tower Foundation,” Int. J. Heat Mass
Transfer, 52�7–8�, pp. 2068–2078.

011301-8 / Vol. 132, JANUARY 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



�23� El-Din, M. M. S., 1999, “On the Heat Flow Into the Ground,” Renewable
Energy, 18�4�, pp. 473–490.

�24� Zeng, H. Y., Diao, N. R., and Fang, Z. H., 2002, “A Finite Line-Source Model
for Boreholes in Geothermal Heat Exchangers,” Heat Transfer Asian Res.,
31�7�, pp. 558–567.

�25� Ingersoll, L. R., Zobe, O. J., and Ingersoll, A. C., 1954, Heat Conduction With
Engineering, Geological and Other Applications, University of Wisconsin

Press, Madison, WI.
�26� Carslaw, H. S., and Jeager, J. C., 1993, Conduction of Heat in Solids, 2nd ed.,

Oxford University Press, New York.
�27� Canadian Climate Normals or Averages, 1971–2000, Environment Canada,

http://climate.weatheroffice.ec.gc.ca/climate_normals/index_e.html
�28� Kline, S. J., and McClintock, F. A., 1953, “Describing Uncertainties in Single

Sample Experiments,” Mech. Eng. �Am. Soc. Mech. Eng.�, 75�1�, pp. 3–8.

Journal of Heat Transfer JANUARY 2010, Vol. 132 / 011301-9

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



T. V. V. Sudhakar
Research Scholar

Arun Shori
Undergraduate Student of NIT Trichy

C. Balaji1

Professor
e-mail: balaji@iitm.ac.in

S. P. Venkateshan
Professor

Heat Transfer and Thermal Power Laboratory,
Department of Mechanical Engineering,
Indian Institute of Technology Madras,

Chennai 600 036, India

Optimal Heat Distribution Among
Discrete Protruding Heat Sources
in a Vertical Duct: A Combined
Numerical and Experimental
Study
This paper reports the results of experimental and numerical investigations of optimal
heat distribution among the protruding heat sources under laminar conjugate mixed
convection heat transfer in a vertical duct. A printed circuit board with 15 heat sources
forms a wall of a duct. Three-dimensional governing equations of flow and heat transfer
were solved in the flow domain along with the energy equation in the solid domain using
FLUENT 6.3. A database of temperatures of each of the heat sources for different heat
distributions is generated numerically. Artificial neural networks (ANNs) were used as a
forward model to replace the time consuming complex computational fluid dynamics
(CFD) simulations. The functional relationship between heat input distribution and the
corresponding temperatures of the heat sources obtained by training the network is used
to drive a genetic algorithm based optimization procedure to determine the optimal heat
distribution. The optimal distribution here refers to the apportioning of a fixed quantity of
heat among 15 heat sources, keeping the maximum of the temperatures of the heat
sources to a minimum. Furthermore, the heat distribution corresponding to a set of
specified target temperatures of the heat sources is obtained using a network that is
trained and tested with a database of temperatures of the heat sources generated using
FLUENT 6.3 in the range of total heat dissipation of 5–25 W. Using this network, it was
possible to maximize the total heat dissipation from the heat sources for a given target
temperature directly. In order to validate the optimization method, a low speed vertical
wind tunnel has been used to carry out the mixed convection experiments for different
combinations of heat distribution and also for the optimal heat distribution, and the
temperatures of the heat sources were measured. The results of the numerical simula-
tions, ANN, and the corresponding experimental results are in good agreement.
�DOI: 10.1115/1.3194762�

Keywords: mixed convection, protruding heat sources, three-dimensional, experimental,
numerical, optimization, artificial neural networks, genetic algorithms

1 Introduction

In the present day context, thermal optimization plays a signifi-
cant role in the cooling of electronic components, particularly
when multiple components are placed on a printed circuit board
�PCB�. In such situations, the positions of various components
relative to each other influence both the flow and heat transfer
characteristics regardless of the mode of convection. The reliable
operation of electronic components has depended on the ability to
dissipate heat while maintaining their temperatures at acceptably
lower values, and the temperature difference between the compo-
nents must be as small as possible to reduce the thermal stresses to
a minimum. In most of the electronic systems, the heat-dissipating
components are arranged in arrays on a series of parallel PCBs
that form vertical channels/ducts. Natural convection is still a bet-
ter option for cooling the array of heat sources that dissipate heat
at lower levels �heat flux of order of 1 W /cm2� due to its inherent
advantages such as no operating cost, quietness of operation, and

reliability. For higher heat generating components, forced convec-
tion is inevitable for cooling the components. The problem asso-
ciated with forced convection heat transfer is the large pumping
power requirements for driving the fluid �coolant� over the com-
ponents. Mixed convection heat transfer mitigates the problems of
forced convection and draws the advantages of both forced con-
vection and natural convection. A number of studies have been
carried out on heat transfer from multiple heat generating mod-
ules. Both experimental and numerical investigations on natural
�1–7�, forced �8–12�, and mixed convection �13–16� heat transfer
from multiple flush/protruding discrete heat sources have been
reported in literature. A three-dimensional numerical study was
conducted by Adam et al. �1� to investigate conjugate transport
resulting from a 3�3 array of heated components on a horizontal
substrate in a narrow aspect ratio enclosure. They reported that
failure to include wall conduction and radiation in the analysis
would result in an 80%–90% difference between the measured
and simulated temperatures. Afrid and Zebib �2� numerically stud-
ied three-dimensional natural convection air cooling of multiple
electronic components in an enclosure using a control volume
finite difference analysis for a range of Rayleigh numbers from
3�106 to 3�107. Sathe and Joshi �3� presented numerical results
for conjugate natural convection from a substrate mounted pro-
truding heat source placed in a liquid filled enclosure for a wide
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range of Rayleigh numbers, heat sources, and substrate thermal
conductivities. It was concluded that immersion cooling in com-
mon dielectric fluids is advantageous over air cooling only if the
thermal conductivity of the heat source was larger than that of the
liquid. Wang et al. �4� numerically studied a two-dimensional,
steady state laminar conjugate natural convection/conduction air
cooling of a vertical plate with five wall-attached protruding, dis-
cretely heated integrated circuit �IC� packages. Tou et al. �5� stud-
ied a three-dimensional natural convection cooling on a 3�3 ar-
ray of discrete heat sources flush mounted on one vertical wall of
a rectangular enclosure filled with various liquids �Pr=5, 9, 25,
and 130� and cooled by the opposite wall. The results showed that
the flow field is complex and the heat transfer from the discrete
heaters is not uniform. Flow visualization studies �6� clearly
showed significant three-dimensional effects, and three-
dimensional numerical predictions were in excellent agreement
with the experimental data �7�. However, two-dimensional predic-
tions overestimate the surface temperatures. Young and Vafai �8�
experimentally investigated forced convection in a class of prob-
lems where protruding heat sources were placed on different ge-
ometries and reported a set of correlations characterizing the
forced convection heat transfer of individual and array of multiple
two-dimensional obstacles. An experimental study was carried out
by Gupta and Jaluria �9� on liquid forced convective cooling of an
inline array of heated modules. McEntire and Webb �10� carried
out experimental investigations on two-dimensional flush
mounted and protruding discrete heater configurations under local
forced convection heat transfer and concluded that protruding heat
sources yield higher heat transfer than the flush mounted heat
sources for the same channel Reynolds number. Alex et al. �11�
performed several experiments with both a single heat source and
multiple heat sources in channels. Yadav and Kant �12� performed
numerical and experimental investigations to study the effects of
array size and substrate thermal conditions upon heat transfer
characteristics of an array of heated modules subjected to buoy-
ancy assisted convection cooling in air. Maheney et al. �13,14�
investigated mixed convection heat transfer from a four row, in-
line array of 12 square heat sources mounted on the lower wall of
a horizontal rectangular channel. Watson et al. �15� carried out a
numerical study of laminar mixed convection heat transfer be-
tween a series of vertical aligned plates provided with planar heat
sources. They noticed that the velocity profiles within the channel
were skewed substantially toward the hot wall as the Richardson
number �Ri� increases and ks /kf decreases. Dogan et al. �16� con-
sidered mixed convection heat transfer from flush mounted dis-
crete heat sources inside a horizontal rectangular channel for their
experimental investigation to study the surface temperature and
Nusselt number distributions of the discrete heat sources for dif-
ferent Reynolds and Grashof numbers. A few more investigations,
for instance, Refs. �17,18�, were carried out on position optimiza-
tion of the heat sources in different flow geometries under natural/
forced/mixed convection heat transfer. All these investigations are
restricted to two-dimensional calculations and invariably conju-
gate effects have not been taken into consideration.

From the review of the literature, it is seen that several numeri-
cal and experimental investigations on heat transfer from flush
mounted and protruding heat sources have been conducted. One
of the important conclusions from these studies is that for better
cooling of the heated components, their placement plays a very
important role. Even so, studies that have focused on the optimal
heat distribution among multiple heat sources for their reliable
operation are scarce in literature. In view of this, the present in-
vestigation considers the optimal heat distribution among 15 pro-
truding heat sources mounted on a wall of vertical duct. Two
variants of the optimization problem are considered: �i� the total
power to be dissipated from the heat sources has been fixed and is
to be distributed among all the heat sources in such a way that the

maximum temperature of any of the heat sources is minimized
and �ii� the total heat dissipation from the heat sources is to be
maximized for a given target temperature.

2 Problem Description and Governing Equations
The problem considered in the present study is conjugate mixed

convection heat transfer in a vertical duct with 15 protruding heat
sources mounted on a wall. Each of the heat sources is assumed to
generate heat at a constant rate. Figure 1�a� shows the geometry
and the problem domain considered for the present investigation.
Heat sources are uniformly mounted on the left wall of the duct
with a pitch equal to half of the height of the heat source in both
the horizontal and vertical directions. The heat sources are num-
bered, as shown in Fig. 1�b�, 1–5 for the left and right columns
and 6–10 for the middle column in the flow direction. The corre-
sponding heat sources on the left and right columns generate the
same amount of heat. The flow is assumed to be steady, laminar,
and incompressible with constant properties, except for the
change in density with temperature in the buoyancy term. The
density changes are modeled with the use of the Boussinesq ap-
proximation. The medium under consideration is air and is as-
sumed to be a radiatively nonparticipating medium. Viscous heat
dissipation, compressibility effects, and contact resistance be-
tween the heat source and the substrate are considered to be neg-
ligible. To account for conjugate convection, the energy equation
is solved for the solid domain as well. It is assumed that no tem-
perature jump occurs at the solid-solid interface. Since the dimen-
sions of the heat source are small compared with the dimensions
of the substrate and a number of heat sources are placed in close
proximity to each other on the substrate, the flow around the heat
sources due to buoyancy effect can significantly influence the heat
transfer characteristics. Based on the above assumptions, the gov-
erning equations for mass, momentum, and energy for a steady
three-dimensional flow in the fluid domain and the energy equa-
tion in the solid region are as follows.

• Fluid:
• continuity equation,

� · V = 0 �1�
• momentum equation,

�V · ��V = −
�p

�
+ �2V + g��T − T�� �2�

• energy equation,

�V · ��T = ��2T �3�
• Solid:
• energy equation,

�2T +
Qgen

ks
= 0 �4�

2.1 Radiation Heat Transfer Model. The discrete ordinate
�DO� radiation heat transfer model was used in the present nu-
merical analysis as it can be applied to the entire range of optical
thicknesses. Furthermore, it has several other advantages such as
�i� moderate computational cost and �ii� modest memory require-
ments. Conceptually, with the discrete ordinate mode, the radia-
tive transfer equation �RTE� is solved for a set of n different
directions, with the integrals over these directions replaced by
numerical quadratures. The DO model writes the RTE in the di-
rection s in terms of spatial coordinates as in Eq. �5�. The details
of the DO model are available in Refs. �19,20�,

dI�r,s�
ds

+ aI�r,s� = an2�T4

�
�5�

where s is a component of s.

011401-2 / Vol. 132, JANUARY 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



In order to test the discrete ordinate model used in the present
work, a three-dimensional clear channel with one plate heated and
the other being adiabatic was considered. The heated plate loses
heat by convection and radiation simultaneously. The physical di-
mensions of the geometry considered in the numerical simulations
correspond to those used by Krishnan �21� in an experimental
study. For air, the absorption coefficient a is taken to be 0. A
comparison of the results of the numerical scheme with the dis-
crete ordinate model, with the experimental results of Krishnan
�21�, for different combinations of temperatures and emissivities
of the heated plate showed an excellent agreement with a corre-
lation coefficient of over 0.99.

2.2 Problem Domain and Boundary Conditions

2.2.1 Solid Wall. No slip and impermeability conditions as
given in Eq. �6� is applied to all fluid-solid surface interfaces,

U = V = W = 0 �6�
and the solid surfaces other than the fluid-solid interfaces are as-
sumed to be adiabatic,

�T

�n
= 0 �7�

2.2.2 Plane of Symmetry. As there is a plane of symmetry
geometrically as well as thermally with respect to the x-y plane,
only one-half of the domain is considered for numerical compu-
tations. The following conditions are imposed corresponding to
the plane of symmetry:

�W

�n
= 0,

�T

�n
= 0 �8�

2.2.3 Outlet. Outflow condition, which corresponds to zero
diffusion for all flow variables, is imposed. Since the height to
spacing ratio of the channel is high, the error associated with this
boundary condition is small.

2.2.4 Inlet. The flow is one dimensional, with a uniform ve-
locity of V� and a uniform temperature of T�, and this translates
to the following boundary conditions:

U = W = 0 �9�

V = V� �10�

T = T� �11�

Fig. 1 „a… Physical arrangement of the heat sources on a PCB considered in the present study. „b…
Representation of position of heat sources on the substrate used for optimum heat distribution
studies.
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2.3 Grid. Different nonuniform structured grids were em-
ployed to establish grid independence. A mesh of 675,360 grids/
cells is found to be good enough when the Reynolds number is
1200 and the modified Grashof number is 1.0�107. The thermal
conductivity ratio of that PCB material used for the substrate and
the heat sources plays a significant role on the mesh size. The
mesh size used in the present analysis corresponds to a thermal
conductivity ratio of 1. Further refinement in the grid does not
show a significant change in any of the temperatures of the heat
sources.

2.4 Numerical Scheme. Equations �1�–�5�, together with the
boundary conditions shown in Eqs. �6�–�11�, form a set of coupled
nonlinear partial differential equations and have been solved using
FLUENT 6.3 including the radiation model. The numerical scheme
adopted is a steady segregated solver with an implicit formulation
and a first order up-winding scheme for the convective terms. The
pressure and velocity equations are linked by the SIMPLE algo-
rithm. A residual of 10−6 for the equations of continuity and mo-
mentum and for the radiation model and that of 1�10−12 for the
energy equation have been employed as the convergence criteria.
The overall energy and mass balance, upon convergence, were

found to be observed within 0.01%. The details of the numerical
scheme used in the present study are available in Ref. �20�.

3 Experimental Setup
Figure 2 shows a schematic of the experimental setup used for

the mixed convection experiments. The test rig is essentially a low
speed vertical wind tunnel that can provide uniform flow with
very low fluctuations in the flow velocity. The experimental setup
consists of a diffuser, a settling chamber, a convergent part, and a
test section. All these parts are assembled into a unit and sup-
ported in a stand, as shown in Fig. 2. A variable speed axial flow
fan is mounted on a separate stand just below the diffuser section
of the wind tunnel to avoid vibrations induced to the wind tunnel
when the fan is turned on. A detailed description of the wind
tunnel has been presented in Ref. �21�.

3.1 Test Section. Two views of the test section used in the
present study are shown in Fig. 3. The test section is made up of
plywood consisting of four identical closed boxes. These boxes
are filled with silica glass wool to reduce heat loss through them.
One of the faces of these boxes is fixed with a PCB board of 3
mm thickness. The position of these boxes can be adjusted by
means of a bolt-nut arrangement in the test section. The PCB
faces of the two boxes form the walls of a channel, and the heat
sources are embedded on one of these walls. The PCB faces of the
other two boxes are used to close the channel sides, and thus the
four boxes form a vertical duct with heat sources on one of its
walls. The bottom �inlet� and top �outlet� faces of the test section
are open to the atmosphere. A uniform velocity and fully devel-
oped flow conditions are ensured at both inlet and outlet faces of
the duct, respectively. To prevent air leak from the corners of the
duct, a rubber material is used on the sides of the two boxes that
form the channel. The excess width of the channel due to the
rubber material is filled with a PCB material that has a thickness
equal to that of channel spacing. The dimensions and the material
used for the test section and other components are given in Table
1.

3.2 Heat Source. The heat sources are made up of a plate of
aluminum material that is cut into square blocks of sizes 15
�15�6 mm3 with a square cavity at its center of size 11�11
�4 mm3. A standard coil-type Nichrome wire is used as a heat-
ing element and is inserted in the cavity. Teflon tape is wound
around the heating coil to avoid any metal to metal contact. The

Fig. 2 Schematic of a low speed vertical wind tunnel along
with the instrumentation used in the present study

Fig. 3 Schematic of the test section used in the present investigation with heat source and other
details
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temperatures at one of the horizontal faces and the vertical face of
each of the heat sources are measured by chromel-alumel K-type
�32 AWG� thermocouples, which were inserted exactly 1 mm be-
low and at the center of the plane surfaces of the blocks. All
thermocouples are calibrated before fixing them into the grooves
provided in the aluminum blocks, and they are connected to a PC
based data acquisition system through compensating wires. The
air gaps in the cavity and the grooves made for locating thermo-
couples are filled with a highly conducting thermal paste.

The heat sources are embedded onto the PCB. To ensure firm
contact between the heat module and the PCB, the heat sources
were fitted to the PCB with four brass screws of 2 mm diameter.

3.3 Instrumentation. The power input to each of the heaters
is supplied from independently controlled dc power units, which
have ranges of 0–12 V and 0–2.0 A, with resolutions of �0.01 V
and �0.01 A, respectively. The velocity and temperature of the air
inside the test section at the inlet to the duct are measured using a
thermal anemometer �Airflow™ TA5�. The uniformity of velocity
upstream of the test plate is ascertained by traversing the an-
emometer across the duct length in the z direction and taking the
readings at different locations. It is observed that the velocities
measured at different locations across the entrance vary by less
than 3%. Different air velocities are obtained by varying the speed
of the axial flow fan mounted appropriately below the diffuser
entry. As mentioned in Sec. 3.2, “K-type” �36 AWG� thermo-
couples are used for the measurement of the temperatures of the
heat sources. All thermocouples are calibrated before fixing them
into the grooves machined in the plates, and the measurement
error is within �0.4°C. The experiments were repeated for sev-
eral power input combinations to the heater and for different ve-
locities.

3.4 Uncertainty Analysis. Uncertainties were estimated ac-
cording to standard procedures outlined in Ref. �22�. In the
present experimental study, 15 individual dc power units �0–12 V
and 0–2 A� were used for heating 15 heat sources, and a separate
dc power unit �0–300 V and 0–5 A� was used for heating the
plate-heater assembly that was used for the measurement of sur-
face emissivity. The error in the measurement of the voltage and
the current will propagate as error in the power supplied to the
respective elements. Furthermore, there are uncertainties in the
temperature and velocity measurements. All the heaters were
tested for their uniformity in their current carrying ability for a
constant voltage in the range of 1–3 V, and the corresponding heat
source temperatures were measured. The measured and estimated
parameters and their uncertainties are given in Table 2. Emissivity
values of the heat sources were independently estimated based on
a transient cooling technique, wherein all parameters except the
emissivity are treated as known. By using a least squares minimi-
zation between the experimentally obtained temperatures and the
numerically generated temperatures for an assumed value of emis-
sivity, the best estimates of emissivity were obtained. For a fuller
discussion on the emissivity estimation procedure, see Ref. �21�.
For the estimation of uncertainty in the measurement of emissiv-
ity, several tests were performed, and the emissivities so obtained

were averaged. This average value was taken to be the estimated
value for the surface, and the standard deviation among the values
was taken to be the error in the estimation of emissivity.

4 Artificial Neural Networks
Artificial neural networks �ANNs� can be trained to represent

the relationships between inputs �heat input, for example� and
outputs �temperatures�, however complex, with a high degree of
accuracy without requiring an explicit knowledge of the relation-
ships between them. A detailed discussion on ANNs has been
presented in Ref. �23�. However, for the sake of completeness, the
salient features of ANN are explained here. ANN can be consid-
ered to be a form of nonlinear regression between one or more
dependent variables and a set of independent variables. ANN con-
sists of several layers with a large number of highly intercon-
nected computational units called neurons. For the present inves-
tigation, a backpropagation feed-forward neural network or a
multilayer perceptron �MLP� shown in Fig. 4 has been considered.
Backpropagation is the most widely used learning process in neu-
ral networks today. In order to decide the architecture of the neu-
ral network, a code was written in MATLAB 7.0. The required
weights for better network performance are obtained iteratively by
changing the parameters such as momentum rate and learning
rate.

4.1 Genetic Algorithms. Genetic algorithms �GAs� are
adopted for the optimization of a given heat distribution among
the heat sources considered in the present investigation. Genetic
algorithms are believed to work based on the mechanism of natu-
ral selection and natural genetics to imitate living beings for solv-
ing optimization problems. Genetic algorithms were introduced by

Table 1 Specification of materials used in the experimental
investigation

Serial
no. Description Material Dimensions/specification

1 Test section Plywood 490�400�600 mm3

2 Substrate PCB 200�200�3 mm3

3 Heat source block Aluminum 15�15�6 mm3

4 Heating element Nichrome 80/20 �coil type�
5 Thermocouples K-type 32-AWG
6 Insulation Silica wool ¯

Table 2 Results of the uncertainty analysis

Specification no.
Quantity

measured/calculated Uncertainty

1 Voltage �V� 0.01
2 Current �A� 0.02
3 Power �W� 0.24
4 Temperature �°C� 0.40
5 Velocity �m/s� 0.05
6 Emissivity 0.002

Fig. 4 Schematic of the neural network architecture employed
for this study
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Holland �24�, and Goldberg �25� gave one of the most common
and widely used forms of GA. The summary of this algorithm is
as follows. The solution vector is called an individual or a chro-
mosome. The individuals are generated through random selection.
GA works with a randomly generated population of individuals,
each of them representing a possible solution to a given optimi-
zation problem. A model �an objective function to be optimized� is
used to evaluate the fitness of each individual. GA uses genetic
operators, such as selection, crossover, and mutation, to generate
new solutions from existing ones. After evaluating the fitness of
each individual, fitter individuals are selected to reproduce off-
springs for the next generation. The selection process is deter-
mined by the objective function values. Some of the selected in-
dividuals are chosen to find mates and undergo the crossover
operation, which is a reproduction process that makes offsprings
by exchanging their genes to improve the fitness of the next gen-
eration. Then, some of the offsprings are chosen for the operation
of mutation that preserves the diversity of a population, while
searching the design space that cannot be represented with the
present population by changing some of the genes of a selected
individual within the range of the design space. During each gen-
eration, these chromosomes evolve into a better fitness by apply-
ing an evolution operation called selection. The tournament selec-
tion has been adopted in the present investigation. From
generation to generation, eventually, the chromosomes in the
population aree converged.

The objective function used in the present optimization problem
is to minimize the maximum of the temperatures of the heat
sources. The objective function is represented mathematically by
Eq. �12� with a constraint that the maximum power carried by any
of the heat sources does not exceed 3.0 W and the total heat
distribution is restricted to 15 W,

Minimize: max�Ti� �12�
The input parameters that are required in the genetic algorithm are
population size, chromosome length, number of generations, and
crossover and mutation rates along with the objective or fitness
function. In the present study, the following values of parameters
were used: initial population size, 100; number of generations,
300; crossover rate, 0.8; and mutation probability, 0.01.

The fitness function is generated based on the output of ANN,
and this is coupled by the GA code. MATLAB again has been used
to carry out the GA operations. Further discussion on GA is avail-
able in Refs. �26,27�.

5 Results and Discussion

5.1 Validation of the Numerical Results With the Present
Experimental Results. Mixed convection experiments are con-
ducted for a wide range of modified Richardson numbers and
Reynolds numbers �0.4	Ri�	16, 200	Re	1200�. Numerical
calculations were performed for a duct spacing of 10 mm and for
the different heat distributions among the heat sources. The physi-
cal dimensions of the duct and heat sources are similar to those
employed in the numerical study. As already mentioned, the hemi-
spherical emissivity of the heater surface was measured experi-
mentally, and this was also used in the numerical simulations.
Figure 5 shows a comparison of the experimentally measured
temperatures of the heat sources with the numerically predicted
temperatures for a configuration of 15 heat sources for different
heat duties at different inlet velocities in the range of modified
Grashof and Reynolds numbers considered for the present inves-
tigation. There is a reasonably good agreement between experi-
mental results and numerical predictions, with the maximum de-
viation being 20%. It is observed that the error between the
experimentally measured heat source temperature and the numeri-
cally predicted temperatures is large at high values of heat gen-
eration rates at lower velocities and vice versa. This may be due to
the increase in local disturbances in the flow, and flow may turn
out to be turbulent.

5.2 Effect of Reynolds Number, Duct Spacing and Radia-
tion on the Row Averaged Temperature of the Heat Sources.
The influence of Reynolds number and duct spacing on the row
averaged temperatures of the heat sources is experimentally inves-
tigated. The row averaged temperature is expressed as the tem-
perature above the ambient temperature, which is referred to as
the excess temperature. The variation in excess temperatures with
Reynolds number is shown in Fig. 6 for different modified
Grashof numbers. The row numbers 1–5 shown in Fig. 6 repre-
sent, respectively, the rows of heat sources located from the bot-
tommost row to the top row. It is observed that the row averaged
temperatures decrease as the Reynolds number increases irrespec-
tive of the row number and the modified Grashof number. Fur-
thermore, there is a linear variation in the excess temperature with
the modified Grashof number for the range of Reynolds numbers
considered. For example, the excess temperatures of the heat
sources located in the middle row for the modified Grashof num-
bers 2�106, 4�106, and 8�106 are 32, 57.7, and 89.3°C, re-
spectively, at a Reynolds number of 628, as seen in Figs.
6�a�–6�c�. The temperature of the heat sources in each of the
columns increases as the row number increases at Reynolds num-
bers above 1000 due to the fact that the heat sources on the down-
stream side experience the thermal environment developed by the
heat sources on the upstream side, along with the heat generation
by the heat sources themselves. For Reynolds numbers below
1000, the temperatures of the heat sources located in the top row
are observed to be lower than the temperatures of the heat sources
in the fourth row. This may be due to the influence of natural
convection and radiation heat transfer from the heat sources lo-
cated in the top row, as these heat sources are exposed directly to
ambient through the outlet of the duct. Figure 7 shows the effect
of duct spacing on the excess temperature. The spacing has a
significant effect on the excess temperatures of the heat sources,
particularly the heat sources located in row numbers 2–5. The
effect of radiation on the row averaged temperature of the heat
sources is also shown in Fig. 7 for a given spacing. It is observed
that radiation has a significant effect on the excess temperatures
particularly on the heat sources located in the rows in the down-
stream of the flow. Furthermore, the variation in the excess tem-
perature of the heat source trend with and without radiation are
the same. The fall in the temperatures at the top row for the no
radiation case indicates that there may be a strong effect of buoy-

Fig. 5 Parity plot showing the agreement between measured
and predicted heat source temperatures
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ancy on the cooling of heat sources at low Reynolds numbers. The
numerically computed temperatures of the heat sources for uni-
form heat distribution are given in Table 3 along with the values
predicted by the ANN and the experimentally measured tempera-
tures. Due to the thermal interaction between the heat sources in
the transverse direction, the temperature of the heat sources in the
middle column is slightly higher than the corresponding adjacent
heat sources in each of the rows. Under these conditions, the heat
source that experiences the maximum temperature is the one
present in the last but one row and in the middle column. This is
designated as heat source number 9 �Fig. 1�. In order to investi-
gate the contribution of natural convection to the total heat trans-
fer from the system, calculations were done for a few representa-
tive cases with the buoyancy switched off. It was observed that
the maximum difference between the heat source temperature
with and without buoyancy is around 6.5°C. Hence, natural con-
vection cannot be neglected for the range of parameters consid-
ered in the present study.

5.3 Optimization Studies

5.3.1 Minimization of Maximum Temperature for a Given To-
tal Heat Duty. One of the major objectives of the present investi-
gation, as mentioned earlier, is to obtain an optimal distribution of
a given quantity of heat among the multiple heat sources. Fifteen
heat sources of uniform size �15�15�6 mm3� are mounted on
the wall of the vertical duct with an equal spacing of 7.5 mm
between the heat sources in both the streamwise and spanwise
directions. The duct dimensions are fixed as 200�200
�10 mm3. The total heat dissipation from the 15 heat sources
used in the present investigation is also fixed at 15 W. A set of
temperatures of the heat sources is obtained for different heat
distributions generated randomly using “full” CFD simulations.
The optimal heat distribution among the heat sources is the distri-
bution that leads to a minimum of the maximum of the tempera-
tures of all the heat sources. Considering the large number of
possibilities for heat distributions, the use of CFD simulations
alone for exercising the search for the optimum is a very formi-
dable task from the point of view of both computational time and
cost. With regard to the computational time for each simulation,
one set of calculations for a heat distribution on a Pentium 4
machine with CPU 3.00 GHz and 4.0 Gbyte RAM took around 6
h. This shows that the simulations are computationally intensive
when a greater number of solutions are required. For such prob-
lems, methods such as ANN are extremely useful in rapidly ob-
taining a relation between the input �here, it is a set of heat quan-
tities supplied to the heat sources� and the output �here, it is a set
temperatures corresponding to the heat quantities supplied to the
heat sources�. In this study, a network has been trained with 25
solutions generated for randomly selected heat distributions using
full CFD solutions, and the trained network is then tested with 40
simulations. In the process of a random generation of heating
values for the heat sources, the maximum heating value of any of
the heat sources is restricted to 3.0 W. It is observed that regard-
less of the position of the heat source, which generates the maxi-

Fig. 6 Variation in row averaged temperatures with Reynolds
number for different modified Grashof numbers: „a… 2Ã106, „b…
4Ã106, and „c… 6Ã106

Fig. 7 Effect of duct spacing on the row averaged tempera-
tures of the heat sources with and without radiation

Table 3 Temperatures for uniform heat distribution among 15 heat sources

Left column Middle column Right column

Qi
�W�

Temperature, Ti
�°C�

Qi
�W�

Temperature, Ti
�°C�

Qi
�W�

Temperature, Ti
�°C�

ANN CFD Expt. ANN CFD Expt. ANN CFD Expt.

1 1 81.6 81.6 88.3 1 90.0 90.0 91.6 1 81.6 81.6 85.9
2 1 84.0 84.0 86.2 1 93.0 93.0 94.3 1 84.0 84.0 83.7
3 1 79.9 79.9 78.0 1 88.1 88.1 85.8 1 79.9 79.9 74.3
4 1 71.9 71.9 65.9 1 78.6 78.6 73.7 1 71.9 71.9 66.5
5 1 58.3 58.3 55.8 1 62.2 62.2 57.7 1 58.3 58.3 54.9
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mum heat, i.e., 3.0 W, the maximum of the temperatures of the
heat sources exceeds 135°C, which is unrealistic in the applica-
tions of electronic equipment, and hence an upper limit of 3 W has
been chosen in the study.

The trained network was extensively tested for performance,
and it was seen that the agreement between the data produced by
the network and the data obtained from the numerical simulations
is very good. The temperatures of the heat sources predicted by
the neural network also showed an excellent match with the tem-
peratures directly available from the numerical simulations for
cases where the data from full CFD solutions were not used to
train the network.

The network used in the present investigation has a linear rela-
tionship between the heat quantities supplied to the heat sources
and the corresponding temperatures. The mathematical form of
the relation between the heat quantities and the corresponding
temperatures is given by

Ti = �
j=1

10

aijQj + bi �13�

where aij is the weighted parameter of each of the heat quantity Qj
�W� and bi is the bias used for the heat source whose temperature
is Ti �K�.

The values of aij and bi are obtained by training the network.
Equation �13� has been used as a fitness function for the optimi-
zation part of the problem. MATLAB 7.1 has been used to determine
the best possible heat distribution among the 15 heat sources using
GA. The optimal heat distribution for Q=15 W obtained by using
GA is given in Table 4 along with the CFD predicted temperatures
and experimentally measured values.

5.3.2 Maximization of Heat Duties for a Given Target
Temperature. In Sec. 5.3.1, the optimal heat distribution of a total
quantity of heat corresponding to the minimum of the maximum
temperature of the heat sources was presented. However, an

equally important problem concerns the distribution of heat such
that �Q is maximized for a given target temperature. As men-
tioned earlier, the present study considers mixed convection heat
transfer from protruding heat sources generating heat at a constant
rate with conjugate effects including wall conduction and surface
radiation. For given heat generation rates from each of the heat
sources, determining the corresponding temperatures is a straight-
forward problem. However, the inverse problem i.e., finding the
heat distribution among the heat sources for a set of target tem-
peratures of the heat sources, is not trivial. An attempt is made to
explore the possibility of finding the heat distribution for a set of
target temperatures directly using artificial neural networks. A da-
tabase of temperatures of the heat sources corresponding to the
heat distributions is generated using the forward model. The heat
distributions are generated randomly in the range of total heat
dissipation of 5–25 W. A neural network similar to one shown in
Fig. 5 has been trained and tested for predicting the heat distribu-
tion corresponding to a given set of target temperatures. The heat
distributions for different but uniform target temperatures ob-
tained using the network are presented in Table 5, along with the
temperatures predicted numerically corresponding to these distri-
butions. A sensitivity study has been conducted with different
temperature data sets generated randomly with a standard devia-
tion of 0.3°C. The sensitivity study reveals that there is no sig-
nificant change in the total heat dissipation from the heat sources.

Table 6 presents the heat distribution for arbitrarily selected
temperatures for the heat sources, keeping the maximum of these
temperatures as equal to 353 K and the mean value at 345.5. The
total heat dissipation from the heat sources is compared with the
cases where all 15 heat sources are maintained at mean tempera-
tures �i.e., 345.5 K� and at the maximum temperature of 353 K. It
is observed that the heat dissipation is a maximum when all the
heat sources are maintained at a constant maximum target tem-
perature. This result is also evident from the optimization problem
discussed in Sec. 5.3.1.

Table 4 Temperatures for optimum heat distribution among 15 heat sources „ANN plus GA…

Left column Middle column Right column

Qi
�W�

Temperature, Ti
�°C�

Qi
�W�

Temperature, Ti
�°C�

Qi
�W�

Temperature, Ti
�°C�

Num �GA� Expt. ANN CFD Expt. Num Expt. ANN CFD Expt. Num Expt. ANN CFD Expt.

1 1.0948 1.107 77.3 77.1 84.0 0.6659 0.640 77.0 77.7 78.3 1.0948 1.089 77.3 77.1 82.7
2 0.5879 0.592 73.5 73.3 75.1 0.5843 0.594 77.2 77.0 76.8 0.5879 0.584 73.5 73.3 72.9
3 1.0272 1.021 77.3 77.1 78.0 0.0229 0.024 70.4 70.2 64.2 1.0272 1.081 77.3 77.1 74.9
4 1.0342 1.035 77.1 76.7 72.7 0.6274 0.606 77.0 77.0 69.8 1.0342 1.010 77.1 76.7 70.5
5 1.9968 2.015 77.0 76.0 76.3 1.6177 1.586 77.4 76.4 71.1 1.9968 2.054 77.0 76.0 75.9

Table 5 Heat distribution for a given target temperature obtained from the solution of the
inverse problem

Heat
source
number

Heat duty corresponding to the target
temperatures obtained using ANN �Qi, W�

Temperatures �Ti, K� predicted by
CFD corresponding to Qi340 K 360 K 380 K 400 K

1 0.8136 1.2294 1.6452 2.0610 340.0 360.0 379.5 398.7
2 0.6514 0.9851 1.3188 1.6525 340.0 359.9 379.4 398.5
3 0.7146 1.0789 1.4432 1.8075 339.9 359.8 379.2 398.3
4 0.8123 1.2243 1.6364 2.0484 339.8 359.6 379.0 398.1
5 1.6098 2.4167 3.2235 4.0303 339.5 359.1 378.5 397.6
6 0.4676 0.7125 0.9575 1.2025 340.0 360.0 379.4 398.5
7 0.3187 0.4875 0.6564 0.8253 339.9 359.9 379.2 398.4
8 0.3759 0.5727 0.7696 0.9664 339.9 359.8 379.2 398.2
9 0.4475 0.6783 0.9091 1.1399 339.8 359.6 379.0 398.0
10 1.2793 1.9220 2.5647 3.2075 339.5 359.1 378.4 397.5
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The temperatures of the heat sources corresponding to the heat
distributions obtained from ANN for a given target temperature
have also been measured experimentally. The heat distributions
corresponding to target temperatures of 340, 360, and 380 K given
in Table 5 were applied to the heat sources in the respective ex-
periments. Due to limitations in the measurement of voltage and
current in each of the dc power units, the power supplied to each
of the heaters deviates from the actual value by a maximum of
2%. The temperatures measured corresponding to the three target
temperatures are given in Table 7. It is observed that the measured
temperatures agree with those predicted by ANN to within 8%.

6 Conclusions
Three-dimensional numerical simulations were carried out to

study laminar mixed convection with a view to determine the
optimal heat duty among 15 heat sources mounted on a wall of a
vertical duct. For accomplishing the optimization, ANNs are com-
bined with GA for rapidity. Few numerical simulations are suffi-
cient to train the network for reasonably accurate predictions of
the temperatures for all possible heat distributions. It is observed
that the temperatures of the heat sources for uniform heat distri-
bution increase as we move downstream up to the fourth row, and
the temperatures of the heat sources located in the middle column
are high compared to the other, for heat sources. In consonance
with the heat sources located on the downstream side, there is a
need to generate heat at lower rates than the heat sources located
on the upstream side to keep the maximum temperatures within
limits. The optimal heat distribution among the heat sources was

tested in a low speed wind tunnel, and the agreement between the
temperatures of the heat sources measured experimentally and the
temperatures predicted from numerical simulations is good. Addi-
tionally, the problem of maximization of heat dissipation from
multiple heat sources for a given target temperature was again
directly solved using another network, and the optima thus ob-
tained were verified with the experiments and full CFD numerical
simulations.

Nomenclature
a 
 absorption coefficient, m−1

A 
 wetted area of the heat source, m2

AR 
 aspect ratio, H /S
Cp 
 specific heat, J/kg K

g 
 acceleration due to gravity, m /s2

Gr� 
 modified Grashof number, g��Trefh
3 /�2

h 
 height of the heat source, m

h̄ 
 average heat transfer coefficient, W /m2 K
H 
 height of the duct/channel, m
I 
 total radiation intensity, W /m2

k 
 thermal conductivity, W/m K
Nu 
 average Nusselt number, h̄S /k
N 
 refractive index, coordinate axes �x, y, and z�

as the case may be
p 
 pressure, N /m2

r 
 position vector, m
s 
 direction vector

Q 
 heat transfer rate, W
Qgen 
 volumetric heat generation, W /m3

Ri� 
 modified Richardson’s number, Gr�Pr
S 
 spacing between the walls of the channel, m
th 
 heat source thickness, mm
T 
 temperature, K
U 
 velocity in the X direction, m/s
V 
 velocity in the Y direction, m/s
V 
 velocity vector, m/s
W 
 velocity in the Z direction, m/s

x ,y ,z 
 coordinate directions, m

Greek Symbols
� 
 thermal diffusivity of the fluid, kf /�Cp, m2 /s
� 
 isobaric cubic expansivity of the fluid, K−1

�Tref 
 Qgen�V /A�h /kf, K
 
 total hemispherical emissivity
� 
 kinematic viscosity of fluid, m2 /s
� 
 density, kg /m3

� 
 Stefan–Boltzmann constant,
5.67�10−8 W /m2 K4

Table 6 Effect of target temperatures on the total heat dissipation from the heat sources

Serial no.

Ttarget=353 K Tav=345.5 K Tmax=353 K

Qi �W� Ti �K� Qi �W� �ANN� T �K� �CFD� Qi �W� �ANN� T �K� �CFD�

1 0.4581 336.2 0.9292 345.6 1.0880 353.2
2 0.4291 341.1 0.7442 345.5 0.8717 353.1
3 1.2608 353.0 0.8159 345.5 0.9551 353.0
4 0.9736 349.1 0.9269 345.3 1.0843 352.9
5 2.1008 349.3 1.8341 344.9 2.1423 352.4
6 0.6570 342.8 0.5357 345.6 0.6292 353.2
7 0.1919 343.3 0.3656 345.5 0.4301 353.1
8 0.5544 349.9 0.4306 345.4 0.5058 353.0
9 0.7007 349.2 0.5116 345.3 0.5998 352.9
10 0.8884 341.5 1.4580 344.9 1.7035 352.4
�Qi 13.4372 ¯ 13.8021 ¯ 16.1512 ¯

Table 7 Measured temperatures corresponding to the heat
distribution obtained by ANN for the target temperatures 340,
360, and 380 K

Column Heat source

Target temperatures �K�

340 360 380

Left 1 340.1 359.6 380.4
2 339.7 358.4 379.4
3 340.1 358.9 378.6
4 340.0 357.8 376.2
5 339.7 358.6 376.6

Middle 6 339.3 359.3 379.2
7 336.9 355.2 373.0
8 336.4 353.7 371.4
9 336.9 353.7 370.8
10 338.7 356.1 374.6

Right 1 339.2 358.6 379.0
2 339.8 359.6 379.0
3 339.3 358.4 376.8
4 337.8 356.1 374.6
5 338.8 358.1 378.6
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Subscripts
f 
 fluid
h 
 heat source
i 
 heat source number

max 
 maximum
ref 
 reference

s 
 solid
� 
 ambient/inlet
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Subcooled Boiling Heat Transfer
for Turbulent Flow of Water in a
Short Vertical Tube
The subcooled boiling heat transfer and the critical heat flux (CHF) due to exponentially
increasing heat inputs with various periods (Q�Q0 exp�t /��, ��22.52 ms–26.31 s)
were systematically measured by an experimental water loop flow and observed by an
infrared thermal imaging camera. Measurements were made on a 3 mm inner diameter, a
66.5 mm heated length, and a 0.5 mm thickness of platinum test tube, which was divided
into three sections (upper, mid, and lower positions). The axial variations of the inner
surface temperature, the heat flux, and the heat transfer coefficient from nonboiling to
critical heat flux were clarified. The results were compared with other correlations for the
subcooled boiling heat transfer and authors’ transient CHF correlations. The influence of
exponential period ��� and flow velocity on the subcooled boiling heat transfer and the
CHF was investigated and the predictable correlation of the subcooled boiling heat
transfer for turbulent flow of water in a short vertical tube was derived based on the
experimental data. In this work, the correlation gave 15% difference for subcooled boil-
ing heat transfer coefficients. Most of the CHF data (101 points) were within 15% and
�30 to �20% differences of the authors’ transient CHF correlations against inlet and
outlet subcoolings, respectively. �DOI: 10.1115/1.3194768�

Keywords: subcooled boiling heat transfer, turbulent flow of water, short vertical tube

1 Introduction
The knowledge of subcooled boiling heat transfer for turbulent

flow of water is important to understand the mechanism of sub-
cooled flow boiling critical heat flux �CHF� in a short vertical
tube. Many researchers have experimentally studied the subcooled
boiling heat transfer for turbulent flow of water in pipes and given
the correlations for calculating subcooled boiling heat transfer co-
efficients �1–4�.

In the previous works, we have already measured the transient
CHF by exponentially increasing heat input �Q0 exp�t /��, �
=16.8 ms–15.5 s�, rampwise one �Q=�t, �=6.21�108–1.63
�1012 W /m3 s� and stepwise one �Q=Qs, Qs=2.95�1010

–7.67�1010 W /m3� for the SUS304 test tubes with rough,
smooth, and mirror finished inner surfaces in the wide range of
experimental conditions to establish the database for designing the
divertor of a helical type fusion experimental device, which is
large helical device �LHD� located in National Institute for Fusion
Science, Japan �5–17�. Furthermore, we have given the transient
CHF correlations against inlet and outlet subcoolings based on the
effects of test tube inner diameter �d�, flow velocity �u�, inlet and
outlet subcoolings ��Tsub,in and �Tsub,out�, ratio of heated length to
inner diameter �L /d�, and nondimensional reduced time
��pu / �	 /g / �
l−
g��0.5� on CHF �15,17�.

Bo = C1� d
�	/g�
l − 
g�	−0.1

We−0.3
L

d
�−0.1

e−�L/d�/C2 Re0.4
Sc�C3

� �1 + 11.4� �pu
�	/g�
l − 
g�	−0.6

for inlet subcooling ��Tsub,in � 40 K� �1�

Bo = 0.082� d
�	/g�
l − 
g�	−0.1

We−0.3
L

d
�−0.1

Sc0.7

� �1 + 6.34� �pu
�	/g�
l − 
g�	−0.6

for outlet subcooling ��Tsub,out � 30 K� �2�

where C1=0.082, C2=0.53, and C3=0.7 for L /d� around 40, and
C1=0.092, C2=0.85, and C3=0.9 for L /d around 40. The re-
duced times, �p, for exponentially increasing heat input, ramp-
wise one, and stepwise one are �, tcr /2, and tcr, respectively. Bo,
We, Sc�, and Sc are boiling number �=qcr,sub /Ghfg�, Weber num-
ber �=G2d /
l	�, nondimensional inlet subcooling �=cpl�Tsub,in
/hfg�, and nondimensional outlet subcooling �=cpl�Tsub,out /hfg�,
respectively. Saturated thermophysical properties were evaluated
at the outlet pressure. Most of the data for the exponentially in-
creasing heat input �2824 points�, the rampwise one �208 points�,
and the stepwise one �105 points� are within 15% difference of
Eqs. �1� and �2�, respectively.

Meanwhile, other workers obtained CHF data �18–20�, which
varied widely in the whole experimental range, although most of
our CHF data are within the 15% difference of our CHF correla-
tions. The burned out test surface showed that burnout occurred at
a local position near the exit of the test tube. Distribution of tem-
perature along the inner surface of the test tube would become
more nonuniform at CHF. The inner surface temperature at the
exit of the test tube would become higher when the outlet liquid
temperature is higher than the inlet one. The nonuniformity for the
inner surface temperature of the test tube may become the cause
of the lower CHF. The axial variations of the inner surface tem-
perature, the heat flux, and the heat transfer coefficient at CHF
have been desired to clarify the mechanism of subcooled flow
boiling CHF in a short vertical tube.

The present work has the following objectives: �1� to measure
the subcooled boiling heat transfer for platinum test tube divided
into three sections �upper, mid, and lower positions� and the CHF
with a wide range of exponential periods ��� and flow velocities

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received December 9, 2008, final manuscript
received June 6, 2009; published online October 30, 2009. Review conducted by
Louis C. Chow. Paper presented at the 16th International Conference on Nuclear
Engineering �ICONE16�, Orlando, FL, May 12–15, 2008.
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�u�, �2� to clarify the axial variations of the inner surface tempera-
ture, the heat flux, and the heat transfer coefficient from nonboil-
ing to CHF, �3� to derive the correlation of the subcooled boiling
heat transfer in a short vertical tube based on the experimental
data for platinum test tube with a commercial finish of inner sur-
face, and �4� to discuss the mechanisms of the subcooled flow
boiling critical heat flux in a short vertical tube.

2 Experimental Apparatus and Method
The schematic diagram of experimental water loop comprised

of the pressurizer is shown in Fig. 1. The loop is made of SUS304
stainless steel and is capable of working up to 2 MPa. The loop
has five test sections whose inner diameters are 2 mm, 3 mm, 6
mm, 9 mm, and 12 mm. Test sections were vertically oriented
with water flowing upward. The test section of the inner diameter
of 3 mm was used in this work. The circulating water was distilled
and deionized with about 0.2 �S /cm specific resistivity. The cir-
culating water through the loop was heated or cooled to keep a
desired inlet temperature by preheater or cooler. The flow velocity
was measured by a mass flow meter using a vibration tube �Nitto
Seiko, CLEANFLOW 63FS25, Flow range=100 and 750 kg/
min�. The flow velocity was controlled by regulating the fre-
quency of the three-phase alternating power source to the canned
type circulation pump �Nikkiso Co., Ltd., Non-Seal Pump
HT24B-B2, pump flow rate=75 m3 /h and pump head=18 m�.
The water was pressurized by saturated vapor in the pressurizer in
this work. The pressure at the inlet of the test tube was controlled
within �1 kPa of a desired value by using a heater controller of
the pressurizer.

The cross-sectional view of the 3 mm inner diameter test sec-
tion is shown in Fig. 2. The platinum �Pt� test tube with inner
diameter of 3 mm and heated length of 66.5 mm, and with the
commercial finish of inner surface was used in this work. The test
tube has wall thickness, �, of 0.5 mm. Four fine 0.07 mm diameter
platinum wires were spot welded on the outer surface of the test
tube as potential taps; the first one is at the position of 4.8 mm
from the leading edge of the test tube, and the second to forth ones
are at 19.2 mm, 18.8 mm, and 18.7 mm from the previous ones,
respectively. The silver-coated 5 mm thickness copper-electrode
plates to supply heating current were soldered to the surfaces of
the both ends of the test tube. The both ends of test tube were
electrically isolated from the loop by Bakelite plates of 14 mm
thickness. The inner surface condition of the test tube was ob-
served by the scanning electron microscope �SEM� photograph
and inner surface roughness was measured by the surface texture
measuring instrument �SURFCOM 120A� of Tokyo Seimitsu Co.,
Ltd., Mitaka, Tokyo, Japan. Figure 3 shows the result of SEM
photograph of the inner surface of platinum �Pt� test tube. The
inner surface roughness is measured 0.40 �m for average rough-
ness, Ra, 2.20 �m for maximum roughness depth, Rmax, and
1.50 �m for mean roughness depth, Rz.

The test tube was heated with an exponentially increasing heat
input, Q0 exp�t /��, supplied from a direct current source
�Takasago Ltd., Kawasaki, Kanagawa, Japan, NL035-500R, DC
35 V-3000 A� through the two copper electrodes shown in Fig. 4.
The value of the initial exponential heat input, Q0, was set to be
1.5�107 W /m3 throughout the present experiments which was
so low that no significant change in heater temperature occurred
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during the early stage of the run. The exponential periods, �, of
the heat input ranged from 22.5 ms to 26.3 s. The common speci-
fications of the direct current source are as follows. Constant-
voltage �CV� mode regulation is 0.005%+3 mV of full scale, CV
mode ripple is 500 �V rms or better and CV mode transient
response time is less than 200 �s �typical� against 5% to full
range change in load. The transient CHFs, qcr,sub, were realized by
the exponentially increasing heat input to the test tube. At the
CHF, the test tube average temperature rapidly increases. The cur-
rent for the heat input to the test tube was automatically cut off
when the average temperature increased up to the preset tempera-

ture, which was several tens of K higher than corresponding CHF
surface temperature. This procedure avoided actual burnout of the
test tube.

The outer surface temperature of the test tube with heating was
observed by an infrared thermal imaging camera �NEC Avio In-
frared Technologies Co., Ltd., Shinagawa, Tokyo, Japan, Thermo
Tracer TH9100WR�. The accuracy is �2% of reading. The outer
surface of the test tube was uniformly painted black with black
body spray �Japan Sensor Corporation, Minato, Tokyo, Japan,
JSC-3, �=0.94� in this work.

The average temperature of the test tube was measured with
resistance thermometry participating as a branch of a double
bridge circuit for the temperature measurement. The output volt-
ages from the bridge circuit together with the voltage drops across
the two electrodes, across the potential taps of the test tube �first
and second potential taps, second and third ones, and third and
fourth ones�, and across a standard resistance were amplified and
then were sent via a D/A converter to a digital computer. These
voltages were simultaneously sampled at a constant time interval
ranging from 60 �s to 200 ms. The average temperatures of the
test tube between the two electrodes and between adjacent poten-
tial taps �first and second potential taps, second and third ones,
and third and fourth ones� were calculated with the aid of previ-
ously calibrated resistance-temperature relation, respectively. The
average temperatures of the test tube between the two electrodes
were compared with those between first and fourth potential taps
and much difference for a heat loss could not be clearly observed
in high subcooling range. The heat generation rates of the test tube
between the two electrodes and between adjacent potential taps
�first and second potential taps, second and third ones, and third
and fourth ones� were calculated from the measured voltage dif-
ferences between the two electrodes and between adjacent poten-
tial taps of the test tube, and that across the standard resistance,
respectively. The surface heat fluxes between the two electrodes
and between adjacent potential taps are the differences between
the heat generation rate per unit surface area and the rate of
change in energy storage in the test tube obtained from the faired
average temperature versus time curve as follows:
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q�t� =
V

S

Q�t� − 
c

dT̄

dt
� �3�

where 
, c, V, and S are the density, the specific heat, the volume,
and the inner surface area of the test tube, respectively.

The heater inner surface temperatures between the two elec-
trodes and between adjacent potential taps were also obtained by
solving the heat conduction equation in the test tube under the
conditions of measured average temperature and surface heat flux
of the test tube. All the calculations of the inner surface tempera-
ture were made by using the PHOENICS code �21�. Basic unsteady
two-dimensional heat conduction equation for the test tube is as
follows:


c
�T

�t
=

1

r

�

�r

r�

�T

�r
� +

1

r

dT

��

�

r

�T

��
� + Q�t� �4�

The calculation domain from test tube inner radius, ri, to test tube
outer radius, ro, is radially divided into 500 grid points ��r
=1 �m� and the time step, �t, is given much smaller than 0.45
ms. The unsteady equation is numerically analyzed together with
the following boundary conditions:

q�t� = − �� �T

�r
�

r=ri

�5�

� �T

�r
�

r=ro

= 0 �6�

Furthermore, the solutions for the inner and outer surface tem-
peratures of the test tube, Ts and Tso, are given by the steady
one-dimensional heat conduction equation. The basic equation for
the test tube is as follows:

d2T

dr2 +
1

r

dT

dr
+

Q

�
= 0 �7�

then integration yields and the mean temperature of the test tube is
obtained.

T�r� = −
Qr2

4�
+

Qro
2

2�
ln r + C �8�

T̄ =
1

��ro
2 − ri

2��ri

ro

2�rT�r�dr �9�

Generating heat in the tube is equal to the thermal conduction and
the test tube is perfectly insulated.

q = − ��dT

dr
�

r=ri

=
�ro

2 − ri
2�Q

2ri

�10��dT

dr
�

r=ro

= 0

The temperatures of the heater inner and outer surfaces, Ts and
Tso, and C in Eq. �8� can be described as follows:

Ts = T�ri� = T̄ −
qri

4�ro
2 − ri

2�2�
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qri
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2
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4� �13�

In case of the 3 mm inner diameter test section, before entering
the test tube, the test water flows through the tube with the same
inner diameter of the test tube to form the fully developed velocity
profile. The entrance tube length, Le, is given 240 mm �Le /d
=80�. The values of Le /d for d=3 mm in which the center line
velocity reaches 99% of the maximum value for turbulence flow
were obtained from 9.8 to 21.9 by the correlation of Brodkey and
Hershey �22� as follows:

Le

d
= 0.693 Red

1/4 �14�

The inlet and outlet liquid temperatures were measured by 1mm
outer diameter, sheathed, K-type thermocouples �Nimblox, sheath
material: SUS316, hot junction: ground, response time �63.2%�:
46.5 ms�, which are located at the centerline of the tube at the
upper and lower stream points of 262 mm and 53 mm from the
tube inlet and outlet points. The outlet liquid temperatures and the
outlet subcoolings for power transient experiment were made cor-
rections in time to account for instrument lag because the loca-
tions of the vapor patches for the CHFs were almost observed
near the tube outlet. The values of the time lag for u
=4.01–13.3 m /s were 13.25–3.98 ms. The inlet and outlet pres-
sures were measured by the strain gauge transducers �Kyowa
Electronic Instruments Co., Ltd., Chofu, Tokyo, Japan, PHS-20A,
natural frequency: approximately 30 kHz�, which were located
near the entrance of conduit at upper and lower stream points of
53 mm from the tube inlet and outlet points. The thermocouples
and the transducers were installed in the conduits, as shown in
Fig. 2. The inlet and outlet pressures for d=3 mm were calculated
from the pressures measured by inlet and outlet pressure transduc-
ers as follows �5�:

Pin = Pipt − ��Pipt�wnh − �Popt�wnh� �
0.053

0.106 + L
�15�

Pout = Pin − �Pin − Popt� �
L

0.053 + L
�16�

Outline of these equations is shown in the Appendix.
Experimental errors are estimated to be �1 K in inner tube

surface temperature and �2% in heat flux. Inlet flow velocity,
inlet and outlet subcoolings, inlet and outlet pressures, and expo-
nential period were measured within the accuracy �2%, �1 K,
�1 kPa, and �2%, respectively.

3 Experimental Results and Discussion

3.1 Experimental Conditions. Transient heat transfer pro-
cesses on the test tube that caused by the exponentially increasing
heat inputs, Q0 exp�t /��, were measured. The exponential periods,
�, of the heat input ranged from 22.52 ms to 26.31 s. The decrease
in the exponential period means an increase in the rate of increas-
ing heat input. The initial experimental conditions such as inlet
flow velocity, inlet subcooling, inlet pressure, and exponential pe-
riod for the flow boiling heat transfer and CHF experiments were
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determined independently each other before each experimental
run.

The experimental conditions were as follows:

• heater material platinum
• surface condition commercial finish of inner surface
• surface roughness: 0.40 �m for Ra, 2.20 �m for Rmax, and

1.50 �m for Rz
• inner diameter �d�: 3 mm
• heated length �L�: 66.5 mm
• L /d: 22.17
• wall thickness ���: 0.5 mm
• inlet flow velocity �u�: 4.0 m/s, 6.9 m/s, 9.9 m/s, and 13.3

m/s
• inlet pressure �Pin�: 739.26 kPa to 1064.48 kPa
• outlet pressure �Pout�: 763.70 kPa to 986.85 kPa
• inlet subcooling ��Tsub,in�: 141.58 K to 156.93 K
• outlet subcooling ��Tsub,out�: 48.72 K to 150.70 K
• inlet liquid temperature �Tin�: 295.26 K to 305.25 K
• exponentially increasing heat input �Q�: Q0 exp�t /�� and �

=22.52 ms–26.31 s

3.2 Heat Transfer Characteristics

3.2.1 Steady State Heat Transfer. Figure 5 is the typical time
variation in the measured heat input per unit volume, Q, and av-

erage temperature, T̄, and the calculated heat flux, q, and inner

surface temperature, T̄s, with time for the platinum test tube of
d=3 mm and L=66.5 mm at the flow velocity of 4.0 m/s. The
test tube was heated with an exponentially increasing heat input
with the period of 7.52 s. The heat flux becomes exponentially
higher with an increase in the heat input per unit volume and
reaches a maximum value, qcr,sub, which is named the CHF. The
average temperature of the test tube and the inner surface tem-
perature are almost constant at first. They increase with the in-
crease in the heat input and their increase rates become lower for
the boiling initiation. They continue to increase up to the CHF and
rapidly increase at the point. This phenomenon is shown in Fig. 6

as a plot of log q versus log �T̄sat �=T̄s−Tsat�.
Figure 6 shows typical examples of the heat transfer curves for

the exponential period, �, of around 8 s on the platinum test tube
of d=3 mm and L=66.5 mm at the inlet liquid temperature, Tin,
of around 301.73 K and the flow velocities, u, of 4 to 13.3 m/s. At
a fixed flow velocity, the heat flux gradually becomes higher with

an increase in �T̄sat �=T̄s−Tsat� on the nonboiling forced convec-
tion curve derived from our correlation, Eq. �17� �23�, up to the
point where the slope begins to increase with heat flux following
the onset of nucleate boiling.

Nud = 0.02 Red
0.85 Pr0.4
L

d
�−0.08
 �l

�w
�0.14

�17�

All properties in the equation are evaluated at the average bulk
liquid temperature, TL, �=�Tin+ �Tout�cal� /2�, except �w, which is
evaluated at the heater inner surface temperature. And the heat
flux increases up to the CHF, where the heater surface temperature
rapidly jumps from the nucleate boiling heat transfer regime to the
film boiling one. The CHF and its superheat become higher with
an increase in flow velocity. The nucleate boiling curves in higher
heat flux range for each flow velocity agree with each other form-

ing a single straight line on the log q versus log �T̄sat graph. The
corresponding equation number is shown near each heat transfer
curve on the graph.

The analytical solution of incipient boiling superheat given by
Sato and Matsumura �24� is shown in the figure for comparison.
The solution was derived based on the initiation model of bubble
growth.

q =
�lhfg�Ts − Tsat�2

8	Tsat�vg − vl�
�18�

For thermophysical properties, the saturated temperature, Tsat, is
defined. The experimental data of the incipient boiling superheat
for each flow velocity almost agree with the values predicted by
Eq. �18�.

The equation of incipient boiling superheat given by Bergles
and Rohsenow �25� is also shown in the figure for comparison.

��Tsat�ONB = 0.556
 q

1082P1.156�0.463P0.0234

�19�

where q is the surface heat flux in W /m2, P is the system pressure
in bar and �Tsat is in K. The values of ��Tsat�ONB calculated from
Eq. �19� are in good agreement with the experimental data of the
incipient boiling superheat for each flow velocity.

The fully developed subcooled boiling curve for platinum test
tube with a commercial finish of inner surface can be expressed
by the following empirical correlation.
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q = C�T̄sat
n �20�

where C and n are coefficient and exponent, and equivalent to 463
and 3, respectively. The correlation can almost describe the fully
developed subcooled boiling curves for the platinum test tube of
d=3 mm and L=66.5 mm, with the commercial finish of inner
surface at the outlet pressure of around 800 kPa obtained in this
work within 15% difference under the wide range of flow
velocities.

The corresponding curves derived from the correlations for
fully developed subcooled boiling given by McAdams et al. �1�,
Jens and Lottes �2�, Rohsenow �3�, and Thom et al. �4� are also
shown in Fig. 6 for comparison.

• McAdams et al. �1�:

�Tsat = 22.62q0.259

for the dissolved gas concentration of 0.3 ml

of airper liter of water �21�

�Tsat = 28.92q0.259

for the dissolved gas concentration of 0.06 ml

of airper liter of water �22�

where �Tsat is in K and q is in MW /m2.
• Jens and Lottes �2�:

�Tsat = 0.79q0.25e−P/6.2 �23�

where P is the absolute pressure in MPa, �Tsat is in K, and
q is in W /m2.

• Rohsenow �3�:

cpl�Tsat

hfg
= Csf
 q

�lhfg

� 	

g�
l − 
g�
�0.33
 cpl�l

�l
�1.7

�24�

where the various fluid properties are evaluated at the satu-
ration temperature corresponding to the local pressure and
Csf is a function of the particular heating surface-fluid com-
bination.

• Thom et al. �4�:

�Tsat = 0.022q0.5e−P/8.6 �25�

where P is the absolute pressure in MPa, �Tsat is in K, and
q is in W /m2.

The values of n given by the correlation of McAdams et al. �1�
and the one by Jens and Lottes �2� are about 30% larger than that
of our correlation, although the correlation of Thom et al. �4� is
about 30% smaller. The values calculated from our correlation are
in good agreement with the corresponding values from Rohsenow

correlation, Eq. �24�, with Csf =0.014 on the log q versus log �T̄sat
graph.

The values of the lower limit of the heterogeneous spontaneous
nucleation temperature, Thet �26�, and the homogeneous spontane-
ous nucleation temperature, TH �27�, at the pressure of 800 kPa
are shown in the figure for comparison. The inner surface tem-
perature of the test tube at CHF with the flow velocity, u, of 13.3
m/s is 41.31 K and 96.03 K lower than the Thet and the TH,
respectively.

Figure 7 shows inner surface temperatures �T̄s1, T̄s2, and

T̄s3—solid lines on the left side of the figure�, heat fluxes �q1, q2,
and q3—solid lines on the right side of the figure� and heat trans-

fer coefficients �h̄1, h̄2, and h̄3—broken lines on the right side of
the figure� for first, second, and third positions of the sections
between first and second potential taps, second and third ones, and
third and fourth ones, and inlet and outlet liquid temperatures �Tin
and Tout—broken lines on the left side of the figure� at the flow
velocity, u, of 13.3 m/s with the heat flux, q, varied as a parameter.

The liquid temperatures at the center of each section �heated
lengths, L, of 14.4 mm, 33.4 mm, and 52.15 mm� are linearly
estimated from the values of the inlet liquid temperature, Tin, and

outlet one, Tout. At low heat flux in the nonboiling region ��T̄sat
�boiling initiation temperature�, the inner surface temperatures

for each position of the sections �T̄s1, T̄s2, and T̄s3� become gradu-
ally higher with an increase in the heated length from the leading
edge of the test tube, whereas the heat fluxes �q1, q2, and q3� are
almost constant for each position of the sections. The increasing
rate of the inner surface temperature shows nearly the same trend
of that of the liquid temperature from the inlet to the outlet �Tin to
Tout�. The heat transfer coefficients for each position of the sec-

tions �h̄1, h̄2, and h̄3� become almost constant as shown in the

figure. At high heat flux in the nucleate boiling region ��T̄sat
boiling initiation temperature�, the inner surface temperatures

�modified into larger than� for each position of three sections �T̄s1,

T̄s2, and T̄s3� almost become constant, as well as the heat fluxes
�q1, q2, and q3�, although the outlet liquid temperature �Tout� be-
come much higher than the inlet one �Tin�. The heat transfer co-

efficients �h̄1, h̄2, and h̄3� become gradually higher with an in-
crease in the heated length.

Figure 8 shows the numerical solutions of the radius variations
in the inner temperatures of the platinum test tube at the critical
heat fluxes of 15.05 MW /m2 and 28.3 MW /m2 with the flow
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velocities of 4 m/s and 13.3 m/s for the exponential period of
around 8 s, respectively. They become parabolically high with an

increase in the radius from the inner surface temperatures, T̄s, to

the outer surface temperatures, T̄so. The steady state values of the
heater inner and outer surface temperatures calculated from Eqs.
�11� and �12� are also shown as each arrow symbol in the figure
for comparison. The numerical solutions of the inner and outer
surface temperatures solved by the unsteady two-dimensional heat
conduction equation, Eq. �4�, are in good agreement with the val-
ues given by Eqs. �11� and �12�, which are obtained from the
steady one-dimensional heat conduction equation.

The outer surface temperature of the test tube was observed by
an infrared thermal imaging camera. Figure 9 shows the axial
variations in the outer surface temperature of the test tube, Tso, for
the exponential period of 7.9 s at the flow velocity of 13.3 m/s
with the heat flux varied as a parameter. For example, the outer
surface temperature of the test tube for q=28.3 MW /m2, which is
almost the CHF value steeply increases from 303 K at the elec-
trode of the inlet up to 580 K at the heated length of 5 mm from
the leading edge of the test tube, and firmly keeps the constant
value of about 580 K to about 5 mm short of the outlet of the test
tube. Finally, it linearly falls down to 305 K at the electrode of the
outlet again. The both ends of the platinum test tube were soldered
to the copper-electrode plates which have a width of 80 mm, a
length of 120 mm, and a thickness of 5 mm. The heat capacities of
the copper-electrode plates with subcooled water flow would be
far large in comparison with the joule heat of the test tube which
has a wall thickness, �, of 0.5 mm. The outlet liquid temperature
�Tout=346.4 K� becomes 43.6 K higher than the inlet one �Tin
=302.8 K� by the uniform heating of the test tube with q
=28.3 MW /m2. It is observed from this figure that the outer sur-
face temperatures for 1st, 2nd, and 3rd positions of three sections
almost become constant at high heat flux in the nucleate boiling
region �q=14.93 and 28.3 MW /m2� and gradually increase with
an increase in the heated length at low heat flux in the nonboiling
region �q=5.05 and 10.05 MW /m2�. The increasing rate of the
outer surface temperature at low heat flux seems to be the same
with that of the test water. It will be considered from this fact that
the heat transfer coefficients on the inner surface of the test tube
will be gradually high with an increase in the heated length at high
heat flux in the nucleate boiling region and those will be almost
constant for the heated length at low heat flux in the nonboiling
region as mentioned above. The outer surface temperatures with
�=0.94 for first, second, and third positions of three sections were
10–20% lower than the values calculated from Eq. �12� for each
heat flux, although the infrared thermal imaging camera has the

accuracy of �2% of reading. The temperature curves on the figure
were uniformly revised to the values calculated from Eq. �12� and
plotted.

3.2.2 Transient Heat Transfer. Figure 10 is the time variation
in the measured heat input per unit volume, Q, and average tem-

perature, T̄, and the calculated heat flux, q, and inner surface

temperature, T̄s, with time for the platinum test tube of d
=3 mm and L=66.5 mm at the flow velocity of 4.0 m/s. The test
tube was heated with an exponentially increasing heat input with
the period of 77.57 ms. The heat flux becomes exponentially
higher with an increase in the heat input per unit volume and
reaches the CHF. The average temperature of the test tube and the
inner surface temperature increase with the increase in the heat
input, and their increase rates also become lower for the boiling
initiation. They continue to increase up to the CHF and rapidly
increase at the point. This transient phenomenon is shown in Fig.

11 as a plot of log q versus log �T̄sat.
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Figure 11 shows the typical heat transfer curves for the expo-
nential periods, �, of 25.8 ms, 77.6 ms, 758.8 ms, and 7.52 s on
the platinum test tube of d=3 mm and L=66.5 mm at the inlet
liquid temperature, Tin, of around 301.24 K and the flow velocity,
u, of 4 m/s. For the wide range of exponential periods ��
=25.8 ms–7.52 s�, the heat flux becomes similarly higher with

an increase in �T̄sat on the nonboiling forced convection curve
derived from our correlation, Eq. �17�. The nucleate boiling
curves for the exponential period larger than 77.6 ms almost agree
with each other forming a single straight line given by Eq. �20� on

the log q versus log �T̄sat graph. The temperature overshoot for
the exponential period of 25.8 ms becomes considerably larger
than those for the exponential period larger than 77.6 ms because
of the time lag of the activation of originally flooded cavity for the
increasing rate of the heat input. The maximum value of the tem-
perature overshoot for the exponential period, �, of 25.7 ms be-
comes 46.63 K at q=11.3 MW /m2, which is 33.8 K lower than
the lower limit of the heterogeneous spontaneous nucleation tem-
perature, Thet.

Inner surface temperatures �T̄s1, T̄s2, and T̄s3�, heat fluxes �q1,

q2, and q3�, and heat transfer coefficients �h̄1, h̄2, and h̄3� for 1st,
2nd, and 3rd positions of three sections; and inlet and outlet liquid
temperatures �Tin and Tout� with the exponential period, �, of 77.6
ms at the flow velocity, u, of 4 m/s are shown in Fig. 12. The
experimental data for the transient heat input show nearly the
same trend of dependence on the inner surface temperature, the
heat flux, and the heat transfer coefficient for the steady state one,
although the increasing rates of the inner surface temperature and
the heat flux become very high. At low heat flux in the nonboiling

region ��T̄sat�boiling initiation temp.�, the inner surface tem-

peratures for each position of three sections �T̄s1, T̄s2, and T̄s3� are
gradually increased with an increase in the heated length from the
leading edge of the test tube, whereas the heat fluxes �q1, q2, and
q3� are almost constant. The increasing rate of the inner surface
temperature is the same as that of the liquid temperature from the
inlet to the outlet �Tin to Tout�. The heat transfer coefficients for

each position of three sections �h̄1, h̄2, and h̄3� are almost constant.
Meanwhile, at high heat flux in the nucleate boiling region

��T̄satboiling initiation temperature�, the inner surface tempera-

tures �T̄s1, T̄s2, and T̄s3� and the heat fluxes �q1, q2, and q3� for
each position of three sections almost become constant, although
the outlet liquid temperature becomes much higher than the inlet

one. The heat transfer coefficients �h̄1, h̄2, and h̄3� become gradu-
ally high with an increase in the heated length.

The radius variation in the inner temperatures of the platinum
test tube numerically obtained for the transient critical heat flux of
21.15 MW /m2 at the flow velocity of 4 m/s with the exponential
period of 77.6 ms are also shown in Fig. 8 for comparison. They
were compared with the values of the inner and outer surface
temperatures calculated from the steady one-dimensional heat
conduction equation, Eqs. �11� and �12�. The numerical solutions
of the inner and outer surface temperatures are almost in good
agreement with the steady state values given by Eqs. �11� and
�12�, although the exponential period ��=77.57 ms� becomes 100
times smaller.

3.3 Critical Heat Flux Characteristics

3.3.1 Inlet Subcooling. Figure 13 shows the transient CHFs,
qcr,sub, for the test tube inner diameter �d=3 mm�, the heated
length �L=66.5 mm�, L /d �=22.17�, and the wall thickness ��
=0.5 mm� obtained for the exponential periods, �, ranging from
22.52 ms to 26.31 s at the inlet subcooling, �Tsub,in, of around 150
K. The transient CHFs, qcr,sub, for the section between the two
electrodes were shown in the figure. The exponential period rep-
resents the e-fold time of heat input. As shown in the figure, the
qcr,sub are almost constant for the exponential periods from 800 ms
to 26.31 s and they become higher with the decrease in the expo-
nential period from around 800 ms. The corresponding curves for
the flow velocities obtained from the transient CHF correlation
against inlet subcooling, Eq. �1�, are also shown in the figure for
comparison. The qcr,sub appear to be well expressed by Eq. �1� for
the wide range of the exponential periods tested here. The tran-
sient CHFs in the whole experimental range become higher with
an increase in the flow velocity at a fixed exponential period.

For power transient experiments, the rate of increasing heat
input is very high. It takes time to form the fully developed tem-
perature profile in the test tube because the test tube has some heat
capacity. Then the temperature profile in the thermal boundary
layer on the test tube surface grows, and vaporization occurs. And
furthermore, it is seen that the phenomenon occurs at some critical
velocity in the vapor phase when the vapor jets start interfering
with each other. It takes time to occur the hydrodynamic instabil-
ity on the vapor-liquid interface at the CHF. Namely, it is ex-
plained to be as a result of the time lag of the formation of the
transient critical heat flux for the increasing rate of the heat input.

The ratios of the transient CHF data for the platinum test tube
of d=3 mm and L=66.5 mm with the commercial finish of inner
surface to the corresponding values calculated from the transient
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CHF correlation against inlet subcooling, Eq. �1�, are shown ver-
sus the nondimensional reduced time, �pu / �	 /g / �
l−
g��0.5, in
Fig. 14. Most of the data �101 points� for the �pu / �	 /g / �
l

−
g��0.5 ranging from 40.17 to 1.552�105 are within 15% differ-
ence of Eq. �1� for 141.58 K��Tsub,in�156.93 K.

3.3.2 Outlet Subcooling. The ratios of the transient CHF data
for the wide range of exponential periods �Q0 exp�t /��, �
=22.52 ms–26.31 s� to the corresponding values calculated from
the transient CHF correlation against outlet subcooling, Eq. �2�,
are shown versus the nondimensional reduced time,
�pu / �	 /g / �
l−
g��0.5, in Fig. 15. Most of the data �101 points�
for the platinum test tube of d=3 mm and L=66.5 mm with the
commercial finish of inner surface are within �30 to +20% dif-
ference of Eq. �2� for 40.17��pu / �	 /g / �
l−
g��0.5�1.552
�105 at 48.72 K��Tsub,out�150.70 K. The CHF data �32
points� for the SUS304 test tube with the mirror finished inner
surface �Ra=0.14 �m� have been distributed within �30 to
+7.6% difference of Eq. �2� for 71.4 K��Tsub,out�108.4 K �8�,
although the transient CHF correlations against inlet and outlet
subcoolings, Eqs. �1� and �2� can describe the authors’ published

CHF data �3137 points� on test tubes with rough and smooth
finished inner surfaces �Ra=3.18 and 0.26 �m� for the wide
range of test tube inner diameters �d=2–12 mm�, heated lengths
�L=22–149.7 mm�, L /d �=4.08–74.85�, outlet pressures �Pout
=159 kPa–1.1 MPa�, flow velocities �u=4.0–13.3 m/s�, inlet
subcoolings ��Tsub,in=40–155 K�, outlet subcoolings ��Tsub,out
=30–140 K�, and nondimensional reduced times �30.59
��pu�	 /g / �
l−
g��0.5�1.94�105� within 15% difference
�5–17�. Reproducibility of the data for the test tube with a
smoother inner surface needs further studies.

The shorter exponential period for various heat inputs induces
instantaneously a very high heating rate in the test tube. We have
supposed before this study that heating rate will affect the incipi-
ent boiling superheat and the nucleate boiling heat transfer up to
the CHF. Incipient boiling superheat may shift to a high value at a
high heating rate, and direct transition to film boiling may occur in
such a case. This may be the cause of very low published data
�18–20� that were about a half or lower of those given by our CHF
correlations, Eqs. �1� and �2�. However, neither a direct transition
to film boiling nor a trend of a decrease in CHF with a decrease in
the exponential period in a smaller exponential period range was
observed on a platinum test tube of d=3 mm and L=66.5 mm
with a commercial finish of inner surface �Ra=0.40 �m� used
here even at the highest heating rate ��pu / �	 /g / �
l−
g��0.5

=40.17� and the flow velocity �u=13.3 m /s� as shown in Figs.
13–15. It becomes very important to confirm the lower limit of the
exponential period, �, for the applicability of transient CHF cor-
relations, Eqs. �1� and �2�, to keep on high heat flux heat removal.

4 Conclusions
The subcooled boiling heat transfer and the CHF due to expo-

nentially increasing heat inputs with various periods �Q
=Q0 exp�t /��, �=22.52 ms–26.31 s� were systematically mea-
sured for the flow velocities �u=4.0–13.3 m /s�, the inlet liquid
temperatures �Tin=295.26–305.25 K� and the inlet pressures
�Pin=739.26–1064.48 kPa�. Measurements were made on a 3
mm inner diameter, a 66.5 mm heated length, and a 0.5 mm thick-
ness of platinum test tube, which was divided into three sections
�upper, mid, and lower positions�. Experimental results lead to the
following conclusions.

�1� The heat flux for the exponential periods, �, ranging from
22.52 ms to 26.31 s becomes higher with an increase in

�T̄sat �=T̄s−Tsat� on the nonboiling forced convection curve
derived from our correlation, Eq. �17�.

�2� The correlation of the subcooled boiling heat transfer for
turbulent flow of water in a short vertical tube, Eq. �20�,
can almost describe the fully developed subcooled boiling
curves for platinum test tube with a commercial finish of
inner surface within 15% difference for the wide range of
exponential periods from 22.52 ms to 26.31 s.

�3� At low heat flux in the nonboiling region ��T̄sat�boiling

initiation temperature�, the heat transfer coefficients �h̄1, h̄2,

and h̄3� and the heat fluxes �q1, q2, and q3� for the upper,
mid, and lower positions of three sections are almost con-
stant for the exponential period, �, ranging from 22.52 ms
to 26.31 s. Meanwhile, at high heat flux in the nucleate

boiling region ��T̄satboiling initiation temperature�, the

inner surface temperatures �T̄s1, T̄s2, and T̄s3� and the heat
fluxes �q1, q2, and q3� for each position of three sections
clearly become constant for various exponential periods.

�4� The outer surface temperatures, Tso, of the test tube steeply
increase at the heated length of 5 mm from the leading edge
of the test tube. After that those at low heat flux in the
nonboiling region become gradually higher with an in-
crease in the heated length and those at high heat flux in the
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nucleate boiling region firmly keep the constant value to
about 5 mm short of the outlet of the test tube. Finally,
those linearly fall down at the electrode of the outlet again.

�5� Most of the CHF data �101 points� for the platinum test
tube of d=3 mm and L=66.5 mm with the commercial
finish of inner surface are within 15% difference of the
transient CHF correlation against inlet subcooling, Eq. �1�,
for 141.58 K��Tsub,in�156.93 K and within �30 to
+20% difference of the transient CHF correlation against
outlet subcooling, Eq. �2�, for 48.72 K��Tsub,out
�150.70 K, respectively.

�6� Neither a direct transition to film boiling nor a trend of a
decrease in CHF with a decrease in the exponential period
in a smaller exponential period range was observed on the
platinum test tube of d=3 mm and L=66.5 mm with the
commercial finish of inner surface �Ra=0.40 �m� used
here even at the highest heating rate ��pu / �	 /g / �
l

−
g��0.5=40.17� and the flow velocity �u=13.3 m /s�.
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Nomenclature
Bo � =qcr,sub /Ghfg, boiling number
C � constant in Eq. �8� and coefficient in Eq. �20�

C1, C2, C3 � constant in Eq. �1�
Csf � coefficient in Eq. �24�

c � specific heat, J/kg K
cp � specific heat at constant pressure, J/kg K
d � test tube inner diameter, m
G � =
lu, mass flux, kg /m2 s
g � acceleration of gravity, m /s2

h � =q / �Ts−TL�, heat transfer coefficient, W /m2 K

h̄ � =q / �T̄s−TL�, average heat transfer coefficient,
W /m2 K

hfg � latent heat of vaporization, J/kg
L � heated length, m

Le � entrance length, m
Lipt � distance between inlet pressure transducer and

inlet of the heated section, m
Lopt � distance between outlet pressure transducer and

outlet of the heated section, m
n � exponent in Eq. �20�

Nud � Nusselt number, hd /�
P � pressure, kPa

Pin � pressure at inlet of heated section, kPa
Pipt � pressure measured by inlet pressure transducer,

kPa
Pout � pressure at outlet of heated section, kPa
Popt � pressure measured by outlet pressure trans-

ducer, kPa
Pr � =cp� /�, Prandtl number
Q � heat input per unit volume, W /m3

Q0 � initial exponential heat input, W /m3

Qs � step height of heat input per unit volume,
W /m3

q � heat flux, W /m2

qcr,sub � transient critical heat flux for subcooled condi-
tion, W /m2

Ra � average roughness, �m
Red � =Gd /�, Reynolds number

Rmax � maximum roughness depth, �m

Rz � mean roughness depth, �m
r � radius, m

�r � r-direction width of control volume, m
ri � test tube inner radius, m
ro � test tube outer radius, m
S � surface area, m2

Sc � =cpl��Tsub,out�cal /hfg, =cpl�Tsub,out /hfg, nondi-
mensional outlet subcooling

Sc� � =cpl�Tsub,in /hfg, nondimensional inlet
subcooling

T � temperature of the test tube, K

T̄ � mean temperature of the test tube, K
TH � homogeneous spontaneous nucleation tempera-

ture, K
Thet � lower limit of heterogeneous spontaneous

nucleation temperature, K
Tin � inlet liquid temperature, K
TL � =�Tin+Tout� /2, =�Tin+ �Tout�cal� /2, average bulk

liquid temperature, K
Tout � outlet liquid temperature, K

�Tout�cal � calculated outlet liquid temperature, K
Ts � inner surface temperature, K

T̄s � inside axial mean temperature, K
Tsat � saturation temperature, K

T̄so � outside axial mean temperature, K
Tso � outer surface temperature, K

t � time, s
�t � time step, s
tcr � reduced time for stepwise heat input, s

tcr /2 � reduced time for rampwise heat input, s

�T̄sat � =T̄s−Tsat, superheat, K
�Tsub,in � =�Tsat−Tin�, inlet liquid subcooling, K

�Tsub,out � =�Tsat−Tout�, outlet liquid subcooling, K
u � flow velocity, m/s
V � volume, m3

We � =G2d /
l	, Weber number
� � coefficient of rampwise heat input, W /m3 s
� � wall thickness, m
� � thermal conductivity, W/mK
� � viscosity, Ns /m2

�w � viscosity at the temperature of the tube wall,
Ns /m2


 � density, kg /m3

	 � surface tension, N/m
� � exponential period, s

�p � reduced time, s

Subscripts
cr � critical heat flux
g � vapor
in � inlet

out � outlet
l � liquid

sat � saturated conditions
sub � subcooled conditions

wnh � with no heating

Appendix

1 Inlet and Outlet Pressures: Pin and Pout. Figure 16 shows
the time variations in the pressures measured by the inlet and
outlet pressure transducers, Pipt and Popt, the inlet and outlet pres-
sures calculated by Eqs. �15� and �16�, Pin and Pout, heat flux, q,

and heater inner surface temperature, T̄s, for Pout=933 kPa,
�Tsub,out=63.13 K and u=4 m /s. The values of Pipt kept almost
constant in the whole experimental range as they are controlled
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within �1 kPa of the desired value by using a heater controller of
the pressurizer, although they oscillated violently near the CHF
point. It is considered especially in case of the small diameter tube
that the pressure drop in two-phase flow becomes larger than that
in single phase due to the vapor bubble confined in the small
diameter tube. However, the Popt values showed almost the same
ones, too. Therefore, we derived Eqs. �15� and �16� by the use of
linear interpretation for the calculation of inlet and outlet pres-
sures, Pin and Pout: the two-phase pressure drop could not be
clearly observed in high subcooling range.
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Optimal Distribution of Heat
Sources in Convergent Channels
Cooled by Laminar Forced
Convection
The constructal theory is applied to the flow in a convergent channel. The primary goals
of this work are to analyze the heat source distribution and generalize the formula
concerning such configurations, to study the spacing between consecutive elements, and
to verify the analysis by comparing the proposed configuration with numerical simula-
tions. The results show that nonuniform distributions enhance the performance of the
system by allowing the heat source element to work near its maximum condition. Fur-
thermore, the optimal distribution occurs when the heat sources are placed closer to each
other near the leading edge of the channel. While the literature shows that the spacing
between any consecutive element increases as the sources move downstream from the
leading edge, the present results proved that such conclusions are restricted, depending
on the ratio of outlet to inlet freestream velocity. Accordingly, the spacing has a maximum
value when the exit freestream velocity is more than twice that of the inlet. For design
issues, the study also addresses the minimum heat required to achieve optimal system
performance. The results show that the amount of heat needed by the system to work
close to its optimal performance varies exponentially with the convergent angle and
increases with the increase in the heating element’s width. The comparison of the present
distribution of the heat source elements with a regular one (fixed spacing) is performed
numerically to demonstrate the efficiency of the proposed configuration. The results show
that the present model forces the system to work more efficiently than the uniform
distribution. �DOI: 10.1115/1.3194760�

Keywords: discrete heat source, constructal design, convective cooling, laminar flow,
electronic cooling

1 Introduction
Internal forced convection is one of the major active topics in

heat transfer due to the strong emphasis on the miniaturization of
cooling and heating configurations. Recent research concentrated
on the generation of optimal flow architecture as a mechanism by
which the system achieves its maximal heat density objective un-
der a finite number of constraints �1�; the primary goal being the
strong emphasis on thermal efficiency, the success of which relies
on the optimization of flow configuration. The challenge is not
only to predict thermal and fluid behaviors, but also to simulate a
sufficient number of flow configurations such that the influence of
geometry on the performance is clear �2�.

The appearance of constructal theory and design as a principle
based approach to optimization of flow structure is worth consid-
ering. No configuration is favored a priori based on intuition. All
configurations compete under a specified set of global constraints
�3�. Many applications of this approach were published, and the
main trends are reviewed in Ref. �1�. The description of the flow
through a structure is not as valuable to assess as how the struc-
ture “morphs” in order to achieve its best global performance
while meeting the prescribed constraints. The present work is just
a small step in a series of studies in which the density of heat
transfer has been optimized subject to volume constraints. Of par-
ticular interest is internal forced convection in a channel of vari-
able cross section.

In this paper, we strive to extend the work reported in Ref. �2�
by including the effect of variable freestream velocity and con-
sider the fundamental problem of optimizing the distribution of
discrete heat sources on a wall cooled with forced convection in a
convergent duct. The work reports the effects of flow and geom-
etry configurations that should be used in any design of such a
system. Several works were done and several papers were pub-
lished regarding heat transfer performance of walls with distrib-
uted heat sources �4–13�. Some have recognized the opportunity
to improve global performance by optimizing the nonuniform dis-
tribution of discrete heat sources �6–11�. For example, Wang �8�
theoretically studied the best placement of heat sources such that
the minimum temperature requirement is satisfied with the least
amount of total thermal energy input. Experimental studies were
performed as well �10,13�. Da Silva et al. �2� studied this problem
analytically and numerically, and showed that an optimal nonuni-
form distribution of heat sources exists, that it relies on flow
strength or Reynolds number, and that when the heat sources are
sparse, the optimization has a sizeable effect on the global perfor-
mance.

2 Theoretical Analysis
The main concept of this work is attempting to unite the ar-

rangement of discrete heat sources on a wall cooled by forced
convection by considering a variable freestream velocity or what
is called the “Jeffery–Hamel flow.” Figure 1 shows the schematic
of the problem. The inlet freestream of temperature T� and veloc-
ity U� are initially uniform at the inlet of a convergent channel of
length L. The channel is heated at the wall by line heat sources of
fixed strength q� �W/m�. Each line heat source extends in the
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direction perpendicular to the figure. The flow is incompressible
and two-dimensional in the laminar boundary layer regime since
the spacing between the walls of the channel was chosen such that
the boundary layers merge at the channel exit.

The appropriate spacing that leads the boundary layers to be
distinct in all domains can be determined using the following
correlation, which was developed by Morega and Bejan �14�:

Hopt

L
= 3.2� l

L
�1/2

Pr−1/4 Re−1/2 �1�

where Hopt is the spacing between the walls of the channel and l is
the total length occupied by the heated section, i.e., the flush-
mounted sources plus the unheated patches between them. There-
fore, when the spacing between the channel walls is greater than
Hopt, the problem becomes a laminar boundary layer problem.

Now, the number of heat sources per unit length is defined as

N� = number of sources/length �2�

The constructal theory shows that the best system is accomplished
when all its elements work as hard as the hardest working element
�1�. In other words, if Tmax is the maximum temperature occurring
on the plate, and if it must not be exceeded at the hot spot, then
the entire system should operate at Tmax. Consequently, the ques-
tion now is, what should be the distribution of the heat sources,
such that the wall temperature is close to the allowed constraint,
or

Tw�x� = Tmax = const �3�

Suppose the density of line sources is sufficiently high, so that q�
is the distribution of heat flow

q��x� = q�N� �4�

Equation �4� can be combined with the laminar boundary layer
equation

Nux = 0.332 Pr1/3 Rex
1/2 �5a�

or

q�x

k�Tmax − T��
= 0.332 Pr1/3�Uxx

�
�1/2

�5b�

such that

N��x� = 0.332
k

q�
�Tmax − T��Pr1/3�Ux

�x
�1/2

�6�

The function N��x� represents the optimal configuration of heat
sources. Ux can be formulated, assuming a locally steady flow,
according to the conservation equation

Ux =
U�L

L − �1 − H�X
�7�

where the shape factor �H� is

H =
A2

A1
=

H2

H1
�8�

and hence,

N��x� = 0.332
k

q�
�Tmax − T��Pr1/3 ReL

1/2� 1

Lx − �1 − H�x2�1/2

�9�
where

ReL =
U�L

�
�10�

Equation �9� implies that the heat sources must be located closer
together when they are nearer the start of the boundary layer.

The total number of heat sources is

N =	 N�dx �11�

After integrating we obtain

�12�

Equation �12� represents the global discrete heat source distribu-
tion in a convergent flow. Term I symbolizes the total discrete heat
distribution in a uniform freestream velocity “Nc” �i.e., constant
control surface area� �2�, while term II is related to the geometry
of the channel; in other words

N = Nc
 �

2
− sin−1�2H − 1�

2�1 − H
� �13a�

or

N

Nc
= 
 �

2
− sin−1�2H − 1�

2�1 − H
� �13b�

It can be easily proven that as H→1, N will approach Nc. There-
fore, N /Nc will approach 1 when the cross section area becomes
constant, as shown in Fig. 2. Furthermore, N→1.57Nc as H→0,
which represents the Jeffery–Hamel flow or radial flow caused by
lines of sources or sinks. In other words, the number of discrete

Fig. 1 Finite size heat sources on a convergent flow

Fig. 2 Number of heat elements ratio versus geometry
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sources, as an objective parameter, will increase with the inclina-
tion angle, or as a variable constraint parameter, grow when other
constraints are fixed. However, it is limited according to

Nc � N � 1.57Nc

or

1 �
N

Nc
� 1.57 �14�

The rate of heat transfer from all discrete heat sources to the flow
at T� is given by

Qmax� = q�N = 0.664k�Tmax − T��Pr1/3 ReL
1/2
 �

2
− sin−1�2H − 1�

2�1 − H
�

�15�
or

Qmax�

Qc�max��
= 
 �

2
− sin−1�2H − 1�

2�1 − H
� �16�

where Qc�max�� stands for the total heat transfer rate from an iso-

thermal wall at Tmax when the channel has constant cross section
area. Figure 3 demonstrates the maximum heat transfer ratio,
which behaves identically as that of the number of sources in Fig.
2.

3 Number of Discrete Heat Sources in Terms of �

Consider the stream flow through a variable cross-sectional
area. The freestream velocity for convergent flow, Eq. �7� be-
comes

Ux

U�

=
H1

H1 − x tan���
�17�

where H1 is the inflow vertical spacing. Let the factor F represent
the ratio

F =
tan���

H1
�18�

Hence,

Ux

U�

=
1

1 − Fx
�19�

and the total number of heat sources �Eq. �13a�� becomes

N

Nc
=  �

2
− sin−1�1 − 2FL�

2�FL
� �20a�

As �→0, F→0 and Eq. �20a� becomes N=Nc, i.e., parallel
plates. Analogously

Qmax�

Qc�max��
=  �

2
− sin−1�1 − 2FL�

2�FL
� �20b�

Figure 4 demonstrates total heat or number of discrete sources as
a function of geometry angle for various H1 /L. The figure shows
the influence of the convergent channel angle on heat transfer and
on the number of heat sources. The relationship begins almost
linear. However, when the angle becomes close to its maximum
value, the heat transfer and number of heat sources increase ex-
ponentially to their maximum limit, which is always equal to
tan−1�H1 /L�. Hence, for H1 /L=1, 0���45 deg, as shown in
Fig. 4.

4 Local Spacing of Heat Source Elements
The physical implementation of the optimal distribution is re-

stricted by a manufacturing constraint: There exists the smallest
scale in the design—the Do thickness of the line heat sources.
Features smaller than Do cannot be made. This constraint endows
the design with structure or coarseness �2�.

The spacing S�x�, defined as the local distance between two
adjacent heat lines, varies with x in accordance with the optimal
N� distribution function, see Eq. �9�. Specifically, the plate length
interval that corresponds to a single line heat source q� is Do
+S�x�. This means

N� �
1

Do + S�x�
�21�

The strength of one source �q�� is spread uniformly over the finite
thickness of the source �qo�=q� /Do�. Unlike the function q��x� of
Eq. �5b�, which is the result of design, the heat flux qo� here is a
known constant. Furthermore, to acquire the rule for how the wall
heating scheme should be constructed, we combine Eqs. �9� and
�21�

1

Do + S�x�
= 0.332� k�Tmax − T��

q�
�Pr1/3 Re1/2� 1

Lx − �1 − H�x2�1/2

�22�
or

Fig. 3 Maximum heat ratio versus geometry Fig. 4 Geometry angle effectiveness
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S�x�
L

=
3q� Pr−1/3 Re−1/2

k�Tmax − T�� �Lx − �1 − H�x2

L2 �1/2

−
Do

L
�23�

The spacing between any consecutive elements S varies along the
direction of the flow, as shown in Fig. 5. However, one can rec-
ognize two regions of variation, the first region, which occurs
when H�0.5, concluded that the spacing increases when moving
far from the leading edge. That includes the case study of Da Silva
et al. �2�, who considered a uniform stream velocity. Hence, both
analyses are matches. The second region in the figure, which is
bounded by the domain �0�H�0.5�, demonstrates that moving
along the flow direction increases spacing to its maximum pos-
sible value and then starts to decrease. In other words, the maxi-
mum spacing exists when the freestream velocity at exit is more
than double of the inlet’s. The position of the maximum spacing
can be found from the following equation:

xmax

L
=

0.5

1 − H
H � 0.5 �24a�

while the magnitude of the maximum spacing is proportional to

Smax

L
�

0.5
�1 − H

�24b�

in the same domain, as shown in Fig. 6.
Equation �23� is not valid in the entire domain of x since it has

negative values near the leading edge. It means that the analysis
that is provided by Eqs. �1�–�4�, �5a�, �5b�, �6�–�12�, �13a�, �13b�,
and �14�–�16� fails to describe the region �0�x�xo� near the start

of the boundary layer. Hence, we use a logical approach that Eq.
�23� is valid from the position where �x=xo� and at that location
the spacing S�xo�=0.

Substituting in Eq. �23� and solving for x0, one can determine
the starting length for which Eq. �23� not valid. Thus,

xo

L
=

1

2�1 − H��1 ��1 − �1 − H��2Do

3L
	�2� �25a�

where the dimensionless parameter �	� obtained from the formula

	 =
k�Tmax − To�

q�
Pr1/3 Re1/2 �25b�

To be considered, two restrictions must be satisfied by Eq. �25a�
and �25b�. These are the following.

�1� The range of the dependant variable must satisfy 0�xo /L
�1.

�2� From the definition of continuous discrete heat source, xo
should vanish when Do approaches zero.

Based on the above two facts, Eq. �25a� and �25b�, with the
plus sign, violates the second condition, and the first condition is
violated in the domain �H�0.5� as well. In contrast, the equation
with the minus sign satisfies both conditions, as shown in Fig. 7.
Thus, the continuous discrete heat source equation would be

xo

L
=

1

2�1 − H��1 −�1 − �1 − H��2Do

3L
	�2� �26�

Equation �26� is used as an estimation of the continuous portion of
the discrete heat source from other parameters: shape factor, ele-
ment thickness, and flow configuration.

It is worth commenting here that Eq. �26� is also valid in the
case of uniform freestream velocity. Obviously by using the lim-
iting algorithm with some algebra, one can come up with a for-
mula similar to that of Ref. �2� with a simple discrepancy in the
constant. The discrepancy is due to the different approach used in
defining the spacing. The approach of Ref. �2� was based on the
following criteria. Since Do is the smallest length scale of the
system, the spacing S cannot be smaller than Do. Consequently, a
longitudinal scale xo must be defined where S is as small as Do in
an order of magnitude scale

S � Do when x � xo �27�

Accordingly, Eq. �26� becomes

Fig. 5 Spacing between consecutive elements

Fig. 6 Position and magnitude of maximum spacing

Fig. 7 Investigation of the continuous heat discrete equation
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xo

L
=

1

2�1 − H��1 −�1 − �1 − H��4Do

3L
	�2� �28�

The comparison between Eqs. �26� and �28� showed that the dis-
crepancy is only in the numerical value that appears in the term
�Do /L�	. Figure 8 shows the relation between these two equa-
tions and one can see that for the particular value of area ratio �H�,
the continuous discrete heat source obtained from each equation is
linearly related to each other.

4.1 Design Criteria. Using Eq. �26�, the correlation of the
parameters that satisfies the condition can be formulated. The
equation should satisfy two limits. The first condition, which in-
volves the fact that the term inside the square root must not be
negative, leads to the following inequality:


 �
3

2�1 − H
where 
 =

D0

L
	 �29�

The second condition, which is based on the fact that the continu-
ous discrete heat source must not be greater than the length of the
channel �0�xo /L�1�, gives the following inequality:


 � 3�H �30�
Figure 9 shows the two conditions and clearly one can conclude
that the latter encompasses both conditions. Hence, the design
should be based on the second inequality, which with some alge-
bra can be written as

q�

k�Tmax − T��
�

1

3�H

D0

L
Pr1/3 Re1/2 �31�

Introducing the heat transfer coefficient and using the average
Nusselt number for laminar flow boundary layer, Eq. �31� be-
comes

q�

hL�Tmax − T��
�

1

2�H

D0

L
�32�

Defining the left hand side of Eq. �32� as the heat ratio, the ratio of
the heat source of the elements per unit thickness to the heat
absorbed by the fluid, one can predict the minimum heat required
for designing the process of optimal distribution by knowing the
shape factor and element width. Figure 10 illustrates the variation
in the minimum heat ratio as a function of the shape factor for

different D0 /L. The figure concludes that the minimum value of
the heat ratio increases linearly as the convergent angle increases
�shape factor decreases� but the variation becomes exponential as
the angle becomes larger, particularly when the shape factor de-
scends below 0.5. Another conclusion can be acquired from the
figure that the minimum magnitude of the heat ratio required to
achieve optimal performance levels up when larger sizes of dis-
crete sources are used.

5 Numerical Analysis
In this section we numerically simulate the flow and heat trans-

fer in the vicinity of the wall with discrete heat sources for the
case of variable freestream velocity. The wall of length L is the
bottom side of a convergent channel of varying spacing H1. The
upper side was modeled as an adiabatic wall. The cold fluid is
delivered into the channel with an inlet freestream velocity U�.

The commercial software, which is based on the finite volume
method, was used in the simulation. The solver discretizes the
mass, momentum, and energy equations in integrated form. The
general form of the transport equation is

Fig. 8 Continuous heat discrete in different approaches

Fig. 9 Design region

Fig. 10 Heat ratio as a function of the shape factor for various
discrete source thicknesses
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CV


dV�dt +	
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A

n · �
u�dAdt

=	
�t
	

A

n · �� grad 
�dAdt +	
�t
	

CV

S
dVdt �33�

Equation �33� is used as the starting point for computational pro-
cedures in the finite volume method. By setting � equal to 1, u, v,
and T, and selecting appropriate values for diffusion coefficient �
and source terms, the mass, momentum, and energy equations in
integral form are obtained.

The governing equations are transformed into algebraic equa-
tions for every cell. The discrete equation for 2D becomes

aP
P = aw
W + ae
E + as
S + an
N + b �34�

aP = aw + ae + as + an − b �35�

where a stands for the coefficient of the property � �diffusion and
advection� and b is the source term coefficient.

5.1 Grid Test. A good initial grid design relies largely on an
insight into the expected properties of the flow such as boundary
layer, point of separation, or abrupt variation in a property �15�.
The quality of the mesh plays a significant role in the accuracy
and stability of the numerical computation. Obviously, the goal of
any numerical simulation should be the optimization of both the
discretization scheme as well as the grid generation scheme.

One of the most powerful techniques used recently to achieve
this task is the multigrid scheme. The idea of a multigrid algo-
rithm, which is considered in the present numerical technique, is
to accelerate the convergence of a set of fine-grid discrete equa-
tions by computing corrections to these equations on a coarser
grid, where the computation can be performed more economically.
This process is applied recursively to an entire set of coarse-grid
levels �16�.

Because of the boundary layers in the present study, a nonuni-
form mesh was used in the y direction, and the smallest elements
were placed close to the wall. Figure 11 shows the dimensions of
a nonuniform grid. The parameters used were: first row a=0.1�;
the aspect ratio, the ratio of the two consecutive mesh thicknesses
�ti+1 / ti=1.2�, and the depth of the boundary layer meshing region
�D���. Starting from the wall, the height of the first grid row
should be less than the boundary layer thickness to describe the
flow in that region more precisely �17,18�. Based on that, an ex-
tension in the numerical domain is important to develop the
boundary layer region so that at the channel entrance the boundary
layer has a certain value and this value is greater than the height
of the first grid lines. Hence, mesh independency was achieved
when about 115 cells per unit dimension are used.

5.2 Results and Discussion. The working fluid used in the
numerical studies was air and the boundary conditions at the inlet
and outlet of the computational domain are as follows: the inlet
velocity and temperature are 5 m/s and 20°C, respectively; the
maximum system temperature is 60°C; and the exit ambient con-

ditions are 1.01 bars and 25°C. The thermal boundary conditions
on the heated wall are the uniform heat fluxes over each source
and adiabatic over the wall sections located between heat sources.

Three different cases for three shape factors are addressed,
namely, 0.25, 0.5, and 1 with D0 /L=0.1, and the target was the
temperature variation in the spacing between the consecutive ele-
ments. In each case, two software’s runs have been performed:
one with optimal spacing distribution of discrete heat sources and
the other with fixed spacing; hence, the temperature profile of the
entire wall can be predicted. It is worth noting here that according
to the data used in the numerical simulation, the length of the
continuous heat source required for the case �H=0.25� is �x0 /L
�0.32�. This distance is used in both simulations �i.e., fixed and
optimal distributions� since our aim is just to present the virtue of
using optimal spacing between consecutive elements. �x0 /L� for
other cases is listed in Table 1.

Mass flow rate was chosen as the target criteria for investigat-
ing the convergence in addition to the residual errors of the trans-
port and energy equations. Convergence was achieved when the
difference between the inlet and outlet mass flow rates reaches a
certain value; thus, a steady state condition is obtained. The num-
ber of iterations required to achieve this task depends on the initial
guess, the type of the solver used �i.e., either implicit or explicit
solver�, and other criteria such as the complexity of the system
and the abrupt changes in the flow conditions and properties.

For our examples, the initial guess was the inlet condition,
whereas implicit solver was used in order to reach the conver-
gence more rapidly. The residuals of continuity, momentum, and
energy equations for the case of optimal distribution when �H
=0.25� is illustrated in Fig. 12. Although the residual of the con-
tinuity equation, for instance, is barely high, the difference in
inlet/outlet mass flow rate is low, as presented in Table 1; thus,
convergence occurs after �43 steps. Table 1 shows the number of
steps needed to reach the convergence, based on the mass flow
rate, for each case when the optimal spacing is used.

As mentioned earlier, our aim is to prove that the optimal dis-

Fig. 11 Boundary layer meshing: „ti… thickness of the first row
and „ti+1… thickness of the following row

Table 1 Convergence of numerical simulations

H=H2 /H1 x0 /L Iteration steps
�m /m

�%�

0.25 0.32 43 1.8�10−3

0.5 0.278 56 5�10−5

1 0.25 120 0

Fig. 12 Residual of transport equations as a function of itera-
tion steps for H=0.25
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tribution makes the system work at high performance, i.e., at Tmax.
Figure 13�a� illustrates the temperature distribution along the
spacing zones in the case when the shape factor is 0.25. The figure
clearly proves that using the optimal distribution of the heating
element and the spacing between them results in a better wall

temperature profile, which is almost uniform and at maximum
value. In contrast, using different distributions leads to nonuni-
form temperature profile in the spacing zones, forcing the system
to work far from its optimal performance. For the other two cases
�H=0.5 and H=1�, similar conclusions can be obtained, as shown
in Figs. 13�b� and 13�c�.

In summary, by applying the concept of the constructal theory,
the thermal system can work more efficiently and close to the
maximum possible performance.

6 Summary and Conclusions
The main problem of how to allocate discrete heat sources to

the space on a wall of a convergent flow, cooled by forced con-
vection is analyzed in this study. The objective is to optimize the
configuration of the heat source distribution, to study the local
spacing between the consecutive elements, and to provide model
criteria for designing such systems.

The analysis showed that the heat sources should be distributed
nonuniformly on the wall, which is in agreement with the previ-
ous works. Furthermore, the optimal spacing between heat sources
relies not only on the Reynolds number but also on the channel
shape factor as well. When the magnitude of the shape factor
becomes less than 0.5, the heating elements move closer together
near the trailing edge.

The analysis has also concluded that two distinct regions have
been identified on the wall with optimally distributed heat sources.
The first region is located upstream of a transition point x0 close to
the tip of the boundary layer. In this area, heat sources should be
placed close to each other since the spaces between the sources in
this area have a magnitude of zero. The second area is mounted
downstream of x0 and is characterized by a nonuniform distribu-
tion of heat sources. Finally, the result of the numerical analysis
concluded that reducing the accumulated sources right after the
leading edge improves the performance of the process by raising
the wall temperature up closer to the highest possible value.

Nomenclature
A � area, m2

Dh � hydraulic diameter, m
D0 � heat source size, m
H � shape factor

H1 � inflow channel height, m
H2 � outflow channel height, m

k � thermal conductivity, W m−1 K−1

l � total length occupied by the heated section
L � length, m
N � number of heat sources

N� � number of heat sources per unit length, m
Nc � number of heat sources at parallel plates
Nu � Nusselt number
Pr � Prandtl number
q� � heat transfer per unit length, W m−1

q� � continuously distributed heat flux, W m−2

q0� � uniform heat flux over heat sources, W m−2

Q� � total heat transfer rate, W m−1

S � heat source spacing, m
Re � Reynolds number
T � temperature, K
U � velocity, m s−1

W � channel width, m
x ,y � Cartesian coordinates, m
xL � entrance boundary layer length, m
x0 � continuously heated region, m

Greek Symbols
� � general property
� � boundary layer thickness, m
� � convergent angle, deg

Fig. 13 Temperature distribution along the inside wall surface
when „a… H=0.25, „b… H=0.5, and „c… H=1
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� � kinematic viscosity, m2 s−1

� � freestream subscript
	 � dimensionless parameter
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Three-Dimensional Magnetic
Fluid Boundary Layer Flow Over a
Linearly Stretching Sheet
The three-dimensional laminar and steady boundary layer flow of an electrically non-
conducting and incompressible magnetic fluid, with low Curie temperature and moderate
saturation magnetization, over an elastic stretching sheet, is numerically studied. The
fluid is subject to the magnetic field generated by an infinitely long, straight wire, carry-
ing an electric current. The magnetic fluid far from the surface is at rest and at tempera-
ture greater of that of the sheet. It is also assumed that the magnetization of the fluid
varies with the magnetic field strength H and the temperature T. The numerical solution
of the coupled and nonlinear system of ordinary differential equations, resulting after the
introduction of appropriate nondimensional variables, with its boundary conditions, de-
scribing the problem under consideration, is obtained by an efficient numerical technique
based on the common finite difference method. Numerical calculations are carried out for
the case of a representative water-based magnetic fluid and for specific values of the
dimensionless parameters entering into the problem, and the obtained results are pre-
sented graphically for these values of the parameters. The analysis of these results
showed that there is an interaction between the motions of the fluid, which are induced by
the stretching surface and by the action of the magnetic field, and the flow field is
noticeably affected by the variations in the magnetic interaction parameter �. The im-
portant results of the present analysis are summarized in Sec. 6.
�DOI: 10.1115/1.3194765�

Keywords: FHD, magnetic fluid, three-dimensional flow, stretching sheet, low Curie
temperature, moderate saturation magnetization

1 Introduction
The investigation of the two-dimensional flow problems,

caused by a linearly stretching flat surface, in an otherwise quies-
cent incompressible fluid, has been proved of fundamental impor-
tance in recent years due to their applications in a number of
mechanical and technological processes, and several authors have
studied various aspects of this problem �1–10�. More specifically,
the generalized three-dimensional boundary layer flow of a vis-
cous and in an otherwise ambient incompressible viscous fluid,
due to a stretching sheet, was also studied by Wang �11�, Ariel
�12�, and Takhar et al. �13�.

On the other hand, during the last decades, there is a steady
growth in the study and applications of colloidal stable magnetiz-
able fluids. The new scientific advances and the increasing impor-
tance of the technological applications of magnetic fluids, and
especially of ferromagnetic ones, have led to widely dispersed
growing research groups of many nationalities all over the world.
The behavior of a ferrofluid, under the action of an applied mag-
netic field, is of fundamental importance not only in ferrohydro-
dynamics �FHD� but also in biomagnetic fluid dynamics �BFD� in
which blood is investigated as a magnetic fluid. So, an extensive
work has been done in this field, and some representative works
can be found in Refs. �14–25�.

However, it is known that a magnetic fluid, also known as a
ferrofluid, is a suspension of ferromagnetic or ferrimagnetic par-
ticles in a carrier liquid �water-based or oil-based ferrofluids�. In
certain applications, such as in energy conversion devices, it is
necessary to use a fluid with large pyromagnetic coefficient K, i.e.,

with a high saturation magnetization and a low Curie temperature
Tc. So, the above mentioned magnetic particles are unsuitable for
this purpose since they have Curie temperatures higher than the
boiling point of the carrier liquid. To overcome this difficulty,
some investigators �26–32� have synthesized fine particles of dif-
ferent types and obtained water-based magnetic fluids, such as
EMG 901, EMG 909, and EMG 805, with large pyromagnetic
coefficient K and moderately low curie temperatures Tc.

So, the purpose of the present work is to study the three-
dimensional laminar and steady boundary layer flow of an electri-
cally nonconducting and incompressible magnetic fluid, with low
Curie temperature and moderate saturation magnetization, over a
stretching sheet. The fluid is subject to the magnetic field gener-
ated by an infinitely long, straight wire oriented along the x-axis
of a Cartesian coordinate system Oxyz. The wire carries an elec-
tric current I and it is placed parallel to the stretching surface
�Oxy-plane� at a distance d below it. The magnetic fluid, far from
the surface, is initially at rest and at temperature greater of that of
the sheet. This physical problem concerns the FHD flow, but it can
also be considered as a BFD flow as long as the conditions re-
ferred in Ref. �14� hold. It is also assumed that the magnetization
varies with the magnetic field strength H and the temperature T
according to the relation

M = KH�Tc − T� �1�

and this relation is the one derived experimentally in Ref. �25�,
suggested in Ref. �14�, and also used in Ref. �33�.

The formulation of the problem is obtained by an analogous
manner presented in Refs. �23,24�, and the numerical solution is
obtained by applying an efficient numerical technique based on
the common finite difference method �34,35�. The obtained nu-
merical results for a representative water-based magnetic fluid,
with moderate saturation magnetization and low Curie tempera-
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ture, are presented graphically for specific values of the param-
eters entering into the problem under consideration and analyzed
in detail.

2 Mathematical Formulation
The steady, three-dimensional, incompressible, laminar bound-

ary layer magnetic fluid flow, induced by the stretching of a highly
elastic flat surface in two lateral directions, in an otherwise quies-
cent fluid is considered. The stretching surface is placed in the
plane z=0, whereas the fluid occupies the upper half plane z�0.
The velocities of the stretching surface in the x- and y-directions,
respectively, and therefore of the fluid in contact with it, and in a
Cartesian coordinate system Oxyz, are given by

u = c1x, � = c2y, w = 0 �2�

where c1 and c2 are dimensional constants. The fluid temperature,
far away from the sheet, is Tc, whereas the stretching surface is
kept at a constant temperature Tw, less than Tc. The viscous and
electrically nonconducting magnetic fluid is subject to the action
of a magnetic field H, which is generated by an electric current
with intensity I. The electric current is going through an infinite
thin wire placed parallel to the x-axis and at a distance d below it.
The electric current in the wire flows from the positive x-axis
toward the negative, and a schematic representation of this flow
configuration is presented in Fig. 1.

It is also assumed that this electric current in the wire gives rise
to a magnetic field of sufficient strength to saturate the magnetic
fluid so that the equilibrium magnetization is attained.

Under the above assumptions the equations governing the
physical problem under consideration are the mass conservation,
fluid momentum in the x-, y-, and z-directions, and energy equa-
tion and can be written as �14,15,18,23,24,33�

�u

�x
+

��

�y
+

�w

�z
= 0 �3�

��u
�u

�x
+ w

�u

�z
� = −

�p

�x
+ �� �2u

�x2 +
�2u

�z2� �4�

���
��

�y
+ w

��

�z
� = −

�p

�y
+ �� �2�

�y2 +
�2�

�z2� + �0M
�H

�y
�5�

�w
�w

�z
= −

�p

�z
+ �

�2w

�z2 + �0M
�H

�z
�6�

�cpq . ��T� + �0T
�M

�T
��

�H

�y
+ w

�H

�z
� = k�2T + �� �7�

In the above equation �7�, � is the dissipation function, which, in
the case under consideration, is given by the expression

� = 2�� �u

�x
�2

+ � ��

�y
�2

+ � �w

�z
�2� + �� ��

�z
�2

+ � �u

�z
�2� �8�

The system of Eqs. �3�–�7� is subject to the following boundary
conditions:

z = 0: u = c1x, � = c2y, w = 0, T = Tw �9�

z → �: u = 0, � = 0, T = Tc, p + �
1
2w2 = p� = const

�10�

The terms �0M��H /�y� and �0M��H /�z� in Eqs. �5� and �6�,
respectively, represent the components of the magnetic force, per
unit volume of the fluid, and depend on the existence of the mag-
netic gradient. When the magnetic gradient is absent these forces
vanish. The second term, on the left-hand side of the energy equa-
tion �6�, accounts for heating due to the adiabatic magnetization.

The components Hy ,Hz of the magnetic field H= �Hy,Hz�, due
to the electric current flowing through the wire with intensity I,
are given by

Hy�y,z� = −
I

2�

z + d

y2 + �z + d�2 �11�

Hz�y,z� =
I

2�

y

y2 + �z + d�2 �12�

Therefore, the magnitude 	H	=H, of the magnetic field, is given
by

H�x,y,z� 
 H�y,z� = �Hy
2 + Hz

2�1/2 =
I

2�

1
�y2 + �z + d�2

�13�

It is reminded, once more, that when the applied magnetic field H
is sufficiently strong to saturate the magnetic fluid, the magneti-
zation M is, generally, determined by the fluid temperature T and
the magnetic field strength H and, in the problem under consider-
ation, it is expressed by relation �1�, i.e., M =KH�Tc−T�.

3 Transformation of Equations
The mathematical analysis of the problem under study is sim-

plified by introducing the following dimensionless coordinates:

	�x� = � c



�1/2

x, ��y� = � c



�1/2

y, ��z� = � c



�1/2

z �14�

where c= �c1+c2� /2.
In addition, the corresponding velocity components of the fluid,

defined by the expressions

Fig. 1 Schematic representation of flow configuration
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u�	,�� = �c
	f����, ���,�� = �c
�g����,

w��� = − �c
�f��� + g���� �15�

where � ��=�� � /�� satisfy the continuity equation �3�.
Finally, the dimensionless pressure �magnetic and static�

P�	 ,� ,�� and temperature �	 ,� ,�� of the magnetic fluid are
given by the following expressions:

P�	,�,�� =
p

c�
= P1��� + 	P2��� + 	2P3��� + �P4��� + �2P5���

+ 	�P6��� �16�

�	,�,�� =
Tc − T

Tc − Tw
= 1��� + 	2��� + 	23��� + �4���

+ �25��� + 	�6��� �17�

As far as the magnetic field is concerned, the magnitude H of the
magnetic field strength is given by the expression

H��,�� =
I

2�
�c




1
��2 + �� + ��2

�18�

where � is the dimensionless distance of the electric wire from the
	-axis ��=d�c /
�.

For the calculation of the partial derivatives of the above ex-
pression, with respect to � and �, a similar procedure to that first
used in Refs. �23,24� is followed. First, Eq. �18� is expanded in
powers of � up to terms of the order of �2. Hereafter, the corre-
sponding derivatives are calculated by partial differentiation of the
resulting expansion already mentioned. So, the partial derivatives
of the magnetic field, with respect to � and �, are given by the
following expressions:

�H

��
= −

c




I

2�

�

�� + ��3 �19�

�H

��
= −

c




I

2�

1

�� + ��2�1 −
3

2

�2

�� + ��2� �20�

By substituting Eq. �1� and all the above expressions �14�–�20�
into the momentum equations �4�–�6�, and into the energy equa-
tion �7�, and following standard procedure, the problem under
consideration is finally described by the following system of or-
dinary differential equations:

f� + �f + g�f� − �f��2 − 2P3 = 0 �21�

g� + �f + g�g� − �g��2 − 2P5 −
�1

�� + ��4 = 0 �22�

P1� + f� + g� + �f + g��f� + g�� +
�1

�� + ��3 = 0 �23�

P3� +
�3

�� + ��3 = 0 �24�

P5� −
2�1

�� + ��5 +
�5

�� + ��3 = 0 �25�

1� + Pr�f + g�1� +
���1 − ��

�� + ��3 �f + g� + 2�3 + 5� − 4���f��2

+ �g��2 + f�g�� = 0 �26�

3� + Pr�f + g�3� + ���
f + g

�� + ��3 − 2 Pr f��3 − ��f��2 = 0

�27�

5� + Pr�f + g�5� + ���
f + g

�� + ��3 − 2 Pr g��5 + ���� − 1�

�� 2�f + g�
�� + ��5 +

g�

�� + ��4� = 0 �28�

subject to the boundary conditions

� = 0: f� = �1, g� = �2, f = g = 0, 1 = 1, 3 = 5 = 0

�29�

� → �: f� = g� = 0, P1 → P�, P3 = P5 = 0,

1 = 3 = 5 = 0 �30�
The dimensionless parameters appearing in these equations are
defined as follows:

Pr = �cp/k �Prandtl number�

� =
c�2

�k�Tc − Tw�
�viscous dissipation parameter�

� = Tc/�Tc − Tw� �dimensionless temperature parameter�

� = �c�/��1/2d �dimensionless distance�

� =
I2

4�2

K�o�Tc − Tw��
�2 �dimensionless magnetic

interaction parameter� �31�

and the quantities �1 and �2 are also defined as

�1 = c1/c and �2 = c2/c where c = �c1 + c2�/2 �32�

For equal speeds of stretching in the 	- and �-directions, it is c1
=c2=c and therefore the corresponding boundary conditions for
the functions f� and g� become f��0�=�1=1 and g��0�=�2=1. It
is worth noting, however, that other cases could also be consid-
ered for these boundary conditions. For instance, when c1=0 and
c2=2c there is stretching only toward the �-direction �two-
dimensional flow� and the corresponding boundary conditions be-
come f��0�=�1=0 and g��0�=�2=2. However, in the problem un-
der consideration, and due to the lack of space, only the most
representative case c1=c2=c is examined.

The system of Eqs. �21�–�28�, subject to the boundary condi-
tions �29� and �30�, is a five-parameter �� ,� ,� ,� ,Pr� coupled and
nonlinear system of ordinary differential equations, describing the
magnetic fluid flow over the stretching sheet when the magnetiza-
tion of the fluid is given as a function of temperature T and mag-
netic field strength H.

4 Numerical Solution Method
For the numerical solution of the system of ordinary differential

equations, of the problem under consideration, and for specific
values of the dimensionless parameters appearing in it, a numeri-
cal technique is applied with the following characteristics. It is
based on the common finite difference method with central differ-
encing, a tridiagonal matrix manipulation, and an iterative proce-
dure. The whole numerical scheme can be programed and applied
easily, is stable, accurate, and rapidly converging. This solution
methodology, for a system of three equations, is described in de-
tail in Refs. �34,35�. It has also been extended, applied, and vali-
dated in Refs. �24,33�.

In order to obtain and present numerical results, for the problem
under consideration, and analyze them, the following assumptions
are made for the magnetic fluid and the values of the dimension-
less parameters, entering into the problem and defined in Eq. �31�.

�a� The magnetic fluid is similar to that used in Ref. �32� �a
water-based magnetic fluid Ferrotec™ EMG 805, 300 G,
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with density �=1180 kg /m3, kinematical viscosity 

=1.69�10−6 m2 /s, coefficient of thermal diffusivity a
=0.119�10−6 m2 /s, and saturation magnetization Ms
=15.61�103 A /m�, but with low Curie temperature and
moderate saturation magnetization. The Prandtl number
of this fluid is equal to Pr=14.20.

�b� The temperature Tw of the stretching sheet is taken equal
to 280 K, whereas the fluid temperature far away from
the sheet is taken equal to Tc=340 K. In such a case the
dimensionless temperature parameter � is equal to �
=5.667.

�c� The dimensional constants c1 and c2 express the rate of
stretching of the elastic sheet, per unit length, along the
x- and y-axes, respectively. For equal speeds of stretching
in x- and y-directions �or in 	- and �-directions� it is
taken as c1=c2=c=1 and in such a case, the boundary
conditions for the functions f� and g� become f��0�=�1
=1 and g��0�=�2=1.

�d� The infinitely long and straight current carrying wire is
placed at a distance d=0.01 m below the x-axis and par-
allel to it. In such a case, the dimensionless distance a,
defined by the relation �= �c /
�1/2d, is equal to a=7.69.

�e� According to its definition and to the physical properties
of the fluid under consideration, the viscous dissipation
parameter � is equal to �=9.5234�10−11.

�f� Finally, the dimensionless magnetic interaction parameter
�, defined as �= �I2 /4�2�K�o�Tc−Tw�� /�2, can also be
defined as �=MsBsa

2 /c�, where Ms=H�0,0�K�Tc−Tw�,
Bs=�0H�0,0�, and H�0,0� is the value of the magnetic
field strength for �=�=0, that is, H�0,0�= �I /2�� ·1 /d.

According to the assumptions made for the properties of the
magnetic fluid and the flow configuration, a plausible value for the
dimensionless magnetic interaction parameter � that saturates the
fluid is �=1.5�105. It is worth reminding here that the case �
=0.0 corresponds to the hydrodynamic flow.

For these values of the dimensionless parameters, entering into
the problem under consideration, the obtained numerical results,
concerning the dimensionless velocity field, temperature field,
pressure, skin friction, and rate of heat transfer coefficients, are
shown in Figs. 2–10 and analyzed in Sec. 5.

5 Analysis of the Results
The velocity components of the fluid, along the axes x, y, and z,

respectively, are defined by expressions �15�:

u�	,�� = �c
	f����, ���,�� = �c
�g���� ,

w��� = − �c
�f��� + g����
It is clear that for a specific vertical plane, parallel, for instance, to
the Oyz, e.g., x=const or 	=const, the u-velocity component is a
function only of the dimensionless variable �=��z�. The same is
true for the �-velocity component, whereas the w-velocity compo-
nent is a function only of the dimensionless variable �. So, the
variations in the dimensionless velocity components

f���� = u�	,��/�c
	, g���� = ���,��/�c
�

and − �f��� + g���� = w���/�c
 �33�

against the dimensionless distance � from the surface of the
stretching sheet are shown in Figs. 2–4, respectively. It is ob-
served that inside the boundary layer over the stretching sheet, the
velocity components f���� and g���� present the classical behav-
ior of the velocity field taking their limiting value of zero far away
from the stretching surface �Figs. 2 and 3�. It is worth noting,
however, that when the fluid is saturated by the applied magnetic
field ���0.0� and inside the boundary layer �0�����=6.0�,
the velocity component f���� is greater than the corresponding

one in hydrodynamics case �Fig. 2�. However, the opposite is true
for the velocity component g���� �Fig. 3�. This fact is due to the
influence of the Kelvin force on the flow field in the y- and
z-directions. This influence is also evident in Fig. 4, which pre-
sents the variations in the dimensionless velocity component in
the z-direction. In the ferromagnetic case ���0.0� the compo-
nents of magnetic force per unit volume act in the negative
y-direction and in the positive z-direction, respectively, and op-
pose to the fluid motion that comes as a result of the stretching of
the elastic surface. So, there is an interaction between the motions
of the fluid that are induced by the stretching surface and by the
action of the magnetic field. It is worth noting that in the ferro-
magnetic case and very close to the elastic sheet ���0.5� the
velocity component in the y-direction �g����� takes negative val-
ues, which means that in that region the flow is reversed. Quanti-
tatively, when �=1.0, for instance, and � increases from 0.0 to
1.5�105, the percentage changes �decrements� of the dimension-
less velocity components g���� �Fig. 3� and −�f���+g���� �Fig. 4�
are 138.75% and 42. 8%, respectively.

The interaction between the motions of the fluid that are in-
duced by the stretching surface and by the action of the magnetic
field is also shown in Figs. 2�b� and 3�b�. These figures present the
variations in the dimensional velocity components u�z� and ��z�
against z at different distances along the x- and y-axes, respec-
tively. It is concluded that near the surface the magnetic field
interacts with the fluid motion that comes as a result of the stretch-

Fig. 2 „a… Dimensionless velocity component f�„�… and „b… di-
mensional velocity component u„z… at the plane y=0 and for
different positions of x

011702-4 / Vol. 132, JANUARY 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ing of the elastic surface. This interaction increases the u�z� ve-
locity component but decreases the ��z� velocity component. This
different influence of the magnetic field on the velocity compo-
nents u and � is due to the orientation of the infinite electrical wire
that is placed parallel to the x-axis.

The numerical analysis and the obtained numerical results
showed that the dimensionless temperature �	 ,� ,�� of the fluid
is represented only by the dimensionless temperature 1���, e.g.,
i=0, for i=2, . . . ,5. So, the dimensional temperature T can be
expressed, according to Eq. �17�, as

Fig. 3 „a… Dimensionless velocity component g�„�… and „b… di-
mensional velocity component �„z… at the plane x=0 and for
different positions of y

Fig. 4 Dimensionless velocity component −†f„�…+g„�…‡

Fig. 5 „a… Dimensionless fluid temperature �1„�… and „b… di-
mensional fluid temperature T„z…

Fig. 6 Dimensional fluid pressure difference �p1 in the hydro-
dynamic case
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T�z� = Tc − �Tc − Tw�1���z�� �34�
Figure 5 shows the variations in the dimensionless temperature
1��� in the hydrodynamic case ��=0.0� as well as in the ferro-
magnetic one ��=1.5�105�. From this figure it is concluded that
the thermal boundary layer thickness �th��th0.8� is much
smaller than the corresponding viscous boundary layer thickness
�vis��vis5.0�, and this is in agreement with the relation that com-
pares these thicknesses with Prandtl number Pr��Pr�vis /�th�. It
is also concluded, from this figure, that the dimensionless tem-
perature 1��� is greater in the ferromagnetic case than the cor-
responding one in the hydrodynamic case. However, this incre-
ment is not important since, for instance, for �=0.2, the
percentage increment is only 1.2%. However, for the dimensional
temperature T�z� the opposite is true. The variation in the dimen-
sional temperature T�z� against the normal distance z, from the
elastic surface, for �=0 �hydrodynamic case� and for �=1.5
�105 �ferromagnetic case� is shown in Fig. 5�b�. It is concluded,
from this figure, that the fluid temperature inside the thermal
boundary layer is greater in the hydrodynamic case than that in
the ferromagnetic one. So, the contribution, in the increase in fluid
temperature, of the second term, on the left-hand side of the en-
ergy equation �6�, which accounts for heating due to the adiabatic

magnetization, cannot counterbalance the decrement of tempera-
ture due to the variation in the velocity field in the ferromagnetic
case. This was also verified by additional numerical calculations
in which the contribution of this term was found to be not impor-
tant.

The numerical analysis also showed that the dimensionless
pressure P�	 ,� ,�� is represented only by the function P1��� in the
hydrodynamic case and by the functions P1��� and P3��� in the
ferromagnetic one. So, according to Eq. �16�, the dimensional
pressure difference �p=p−p� is expressed as

�p1�z� = p�z� − p� = c�P1���z�� �35�
in the hydrodynamic case and as

�p�x,z� = p�x,z� − p� = c��P1���z�� +
c



x2P3���z��� �36�

in the ferromagnetic one.
The variations in these functions are presented in Figs. 6 and 7,

respectively. It is concluded that in the hydrodynamic case as well
as in the ferromagnetic one, the dimensional pressure differences
decrease to zero �or p→p�� as the distance from the stretching
surface approaches infinity.

It is worth reminding here that in the ferromagnetic case by the
term “pressure” the sum of the static and magnetic pressure of the

Fig. 7 Dimensional fluid pressure difference �p in the ferro-
magnetic case at the plane y=0 and for different positions of x

Fig. 8 Dimensionless skin friction coefficient f�„0…

Fig. 9 Dimensionless skin friction coefficient g�„0…

Fig. 10 Dimensionless wall heat transfer coefficient �1�„0…
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fluid is insinuated. In such a case the magnetic pressure represents
the energy density �internal energy per unit volume of the fluid�
associated with the induced magnetic field by the electric current
of the wire. Isolation of the static or magnetic pressure is not an
easy task and requires modification of the initial governing equa-
tions of the mathematical model of FHD.

For the physical problem under study the shearing stresses and
the rate of heat transfer, at the stretching elastic surface, are de-
fined as follows:

��zx�w = �� �w

�x
+

�u

�z
�

z=0

, ��zy�w = �� �w

�y
+

�


�z
�

z=0

�37�

for the shearing stresses in the x- and y-directions, respectively,
and

q̇w = − k� �T

�z
�

z=0

�38�

for the rate of heat transfer at the sheet.
Using transformations �14�, �15�, and �17� the corresponding

dimensionless quantities Cf	
, Cf�

, and Nu can be written as

Cf	
= f��0� =

��zx�w

�c	
, Cf�

= g��0� =
��zy�w

�c�
,

Nu = 1��0� =
q̇w

k�Tc − Tw��c/

�39�

The corresponding dimensional quantities can also be written as

��zx�w = �c	 · f��0�, ��zy�w = �c� · g��0�

and q̇w = k�Tc − Tw��c/
 · 1��0� �40�
It was stated earlier that according to the assumptions made for
the properties of the magnetic fluid and the flow configuration, a
plausible value for the dimensionless magnetic interaction param-
eter � that saturates the fluid is �=1.5�105. It is worth examin-
ing, however, the behavior of the above mentioned dimensionless
quantities f��0�, g��0�, and 1��0� supposing that the value of the
magnetic interaction parameter � that saturates the magnetic fluid
under consideration can vary from 1.3�105 to 1.5�105.

So, Fig. 8 shows the variation in the dimensionless skin friction
coefficient Cf	

= f��0� against the magnetic interaction parameter �
���=��10−5�. It is observed from this figure that f��0� increases
as � increases, and this is in agreement with the variation in the
velocity profile presented in Fig. 2. On the contrary, as it was
expected from the analysis of the velocity field, the skin friction
coefficient g��0� decreases with the magnetic interaction param-
eter � �Fig. 9�. Finally, from Fig. 10, it is concluded that the
amount of heat, per unit area and time q̇w �or the dimensionless
wall heat transfer parameter 1��0��, flowing from the magnetic
fluid to the elastic surface, that is, in the negative z-direction,
decreases as the magnetic interaction parameter increases. This
conclusion is in agreement with the results obtained from Fig.
5�b�, showing the variation in the dimensional temperature T�z�
against the normal distance z from the elastic surface.

6 Conclusions
In the ferromagnetic case the velocity component f���� is

greater than the corresponding one in the hydrodynamic case. The
opposite is true for the velocity component g����. This fact is due
to the influence of the Kelvin force on the flow field that is pro-
duced by the interaction between the motion of the fluid, which is
induced by the stretching surface, and by the action of the mag-
netic field.

In the ferromagnetic case and very close to the elastic sheet, the
velocity component in the y-direction takes negative values,
which means that in that region the flow is reversed. The numeri-
cal analysis and the obtained numerical results showed that the

dimensionless temperature �	 ,� ,�� of the fluid is represented
only by the dimensionless temperature 1���, and the dimen-
sional temperature of the fluid is greater in the hydrodynamic case
than the corresponding one in the ferromagnetic case. On the
other hand, the dimensionless pressure P�	 ,� ,�� is represented
only by the function P1��� in the hydrodynamic case and by the
functions P1��� and P3��� in the ferromagnetic one. Finally, the
magnetostatic pressure inside the boundary layer and the shearing
stresses and the rate of heat transfer, on the stretching elastic
surface, are noticeably affected by the variations in the magnetic
interaction parameter �.

Nomenclature
a � thermal diffusivity, m2 s−1

� � dimensionless distance
B � magnetic induction, Wb /m2

Bs � saturation magnetic induction, Wb /m2

c1 ,c2 ,c � dimensional constants, s−1

cp � specific heat at constant pressure, J kg−1 K−1

d � distance of the wire from the x-axis, m
� � �� /�x ,� /�y ,� /�z�

�2 � ��2 /�x2+�2 /�y2+�2 /�z2� �Laplacian operator�
f� ,g� � dimensionless velocity components in the x-

and y-directions
H � magnetic field intensity, A m−1

I � electric current intensity, A
K � pyromagnetic coefficient, K−1

k � thermal conductivity, J s−1 m−1 K−1

M � fluid magnetization, A m−1

Ms � saturation magnetization, A m−1

P � dimensionless �magnetic and static� pressure
P�=p� /c� � dimensionless pressure far away from the sheet

Pr � Prandtl number
p � fluid pressure �magnetic and static�, N m−2

p� � fluid pressure far away from the sheet, N m−2

q � �u ,� ,w�, velocity field
T � fluid temperature, K

Tc � Curie temperature �fluid temperature far away
from the sheet�, K

Tw � stretching sheet temperature, K
x ,y ,z � Cartesian coordinates, m

u ,� ,w � velocity components in the x ,y ,z-direction,
m s−1

Greek
� � dimensionless magnetic interaction parameter

�1 ,�2 � dimensionless constants
� � dimensionless temperature parameter

	 ,� ,� � dimensionless coordinates
 � dimensionless temperature
� � viscous dissipation parameter �dimensionless�
� � dynamic viscosity, kg m−1 s−1

�0 � magnetic fluid permeability, N A−2


 � kinematical viscosity, m2 s−1

� � 3.14159¯
� � fluid density, kg m−3

� � dissipation function, s−2
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Heat Transfer and Friction Factor
of Coil-Springs Inserted in the
Horizontal Concentric Tubes
The goal of this investigation is to obtain definitive information about the heat transfer
characteristics of circular coil-spring turbulators. This is achieved by measuring the wall
temperatures on the inner tube of the exchanger. Also the inlet and outlet temperatures
and pressure loss of the fluid are measured. These results are parametrized by Reynolds
numbers �2500�Re�12,000�, outer diameters of the springs (Ds�7.2 mm, 9.5 mm, 12
mm, and 13 mm), numbers of the springs (n�4, 5, and 6), and the incline angles of the
springs (��0 deg, 7 deg, and 10 deg). Additionally, another goal of this work is to
quantify the friction factor f of the turbulated heat exchanger system with respect to
aforementioned parametric values. As a result, it is found that increasing spring number,
spring diameter, and incline angle result in significant augmentation on heat transfer,
comparatively 1.5–2.5 times of the results of a smooth empty tube. By the way, friction
factor increases 40–80 times of the results found for a smooth tube. Furthermore, as a
design parameter, the incline angle has the dominant effect on heat transfer and friction
loss while spring number has the weakest effect. �DOI: 10.1115/1.3194771�

Keywords: heat exchanger, coil-spring, turbulator, heat transfer, pressure drop

1 Introduction
Heat exchangers are widely used in industry, especially in heat-

ing, ventilation and air-conditioning �HVAC� processes as evapo-
rator, condenser, heater, refrigerator, etc. The answer why we use
the heat exchangers is to obtain the highest heat transfer rate by
implementing active or passive methods. If the heat transfer is
improved by adding energy to the system, the process is called an
active method. However, if the heat transfer is improved without
adding any energy, it is called a passive method. Some examples
of active methods are using mechanical auxiliary elements, rotat-
ing the surface, mixing the fluids with mechanical accessories,
and constituting electrostatic areas in the flow area. Passive meth-
ods comprise covering or changing the heat transfer surface and
forming some projecting parts of the rough surfaces.

In order to increase the heat transfer rates by passive methods
the surface can be extended in various ways. Fabricating a finned-
surface is a harder and more complex process than attaching a
turbulator to the system. Therefore, investigators prefer to use
different shapes, sizes, and numbers of turbulators in many appli-
cations.

In the present study, coil-springs inserted in a concentric tube
are used to promote convective heat transfer. Coil-spring insert
tubes have been used as one of the passive heat transfer enhance-
ment techniques and are the most widely used tubes in several
heat transfer applications, for example, heat recovery processes,
air conditioning and refrigeration systems, chemical reactors, and
food and dairy processes. The pitch of the coil-wire �1–9�, the
diameter of the coil-wire �3,4,6–8�, and the length and the seg-
mentation of the coil-spring �10� have been the investigated para-
metric values. Table 1 summarizes existing studies of forced con-
vection heat transfer in a coil-spring insert heat exchanger. The
table indicates the geometrical properties of the coil-spring used
and the data presented in the cited articles.

The effect of coil-wire insert on the enhancement of heat trans-
fer tends to decrease as Reynolds number increases �1,3–5�. At
low Reynolds numbers, coil-spring insert has a significant effect
on the enhancement of heat transfer �1� and wire coils behave as a
smooth tube but accelerate transition to critical Reynolds numbers
down to 700 �7�. Transition from laminar to turbulent flow occurs
at a lower Reynolds number in the coiled wire-insert tube than in
a smooth one. Heat transfer from coiled wires may be different
from a coiled straight wire for two reasons: �i� the varying angle
between flow direction and heat transfer surface, and �ii� the ef-
fects of helix geometry on the flow profile �2�.

The geometry of the coil-spring is also an important parameter
on the heat transfer. Coiled-square spring provides higher heat
transfer than the circular one does under the same conditions �3�.
When any snail-type swirl generator is mounted on the entrance of
the tube, there is an increase in heat transfer and friction loss over
the tube �5�.

The friction factor obtained from the tube with coil-wire insert
is significantly higher than that without a coil-wire insert �1–5�.
Wire coils increase pressure drop up to nine times and heat trans-
fer up to four times compared with the empty smooth tube �7�.
The use of coil-spring causes a high pressure drop increase, which
depends mainly on spring pitches and wire thickness, and also
provides considerable heat transfer augmentations �3–5�.

Coil-spring-type turbulators generate almost-periodic vortices
into the flow while increasing the heat transfer rate. The vortex
shedding frequencies decrease and the maximum amplitudes of
pressure fluctuation of vortices produced by coiled wire turbula-
tors occur with small pitches �2�.

To the best of the authors’ knowledge, the published papers in
archival journals include only one coil, which is stated in the inner
tube of the exchanger and its outer surface mates to the inner
surface of the tube. The case that contains more than one spring
has not been mentioned yet. Also the size of each spring and the
locations of all springs in the tube have not been focused. The
present work is an experimental investigation into the effects of
the numbers �n=4, 5, and 6�, incline angles ��=0 deg, 7 deg, and
10 deg�, and outer diameters of the springs �Ds=7.2 mm, 9.5 mm,
12 mm, and 13 mm� for heat transfer and pressure drop by using
spring coils as turbulators in a heat exchanger whose inner tube is
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heated by constant temperature water vapor on all surfaces. Vary-
ing Reynolds number from 2500 to 12,000 means that turbulent
flow is considered as a flow region. The results obtained from the
tube with coil-spring insert are compared with those without coil-
spring insert. Also the results are compared with those obtained in
literature. New correlations for the Nusselt number and friction
factor are proposed.

2 Experimental Setup
Figure 1 presents the schematic view of the whole setup. The

experimental setup is divided into three main parts: �i� air facility,
�ii� test section and instruments, and �iii� data acquisition system.
The air is sucked by a centrifugal fan and its speed is regulated by
an inverter �EKAMAT A-2000�. At the exit of the fan a rotameter
is used to acquire the measurements of volumetric flow rate of the
air �DWYER, 100–700 l/min�. Pressure differences between the
inlet and outlet of the exchanger are measured by an incline ma-
nometer.

The test section is a classical type double tube heat exchanger
of which the outer surface of the inner tube is heated by the

condensation of a stream of flowing water vapor. After passing the
condensing surface, the residual water vapor is discharged to the
ambient. In order to avoid the issue of noncondensable gases, the
steam generator is operated for a considerable period of time prior
to its use as a heating medium.

The inner and outer diameters of the inner tube are, respec-
tively, 60 mm and 62 mm and the length of the tube is 900 mm.
As an outer tube, a 1-mm-thick flat plate with dimensions of
700�1200 mm2 is rolled to obtain a circular tube with a diam-
eter of 210 mm.

Turbulators inserted in the horizontal concentric tube are coil-
springs. Figure 2 shows detailed instructions about the coil-
springs. In literature coil diameter or wire diameter terms �1–9�
are generally used to define the diameter of the coil-wire, whereas
in the present paper the diameter of the spring term �Ds� defines
the outer diameter of spring pretending to be a rod, as seen in Fig.
2�a�. Cross sections of the spring are presented both from front-
side view and left-side view in the figure. In Fig. 2�b� the incline
angles of the springs are shown schematically.

Table 1 Literature survey of coil-springs

Authors

Diameter
of wire
�mm�

Diameter
of inner

tube
�mm�

Pitch
�mm�

Length
�mm�

Observed
data

Naphon �1� 1 7.8 3.18 2000 Heat transfer coefficient
5.08 Heat transfer rate

Yakut and Sahin �2� 4 50 10 1240 Strouhal number
20 Entropy generation
30 Nusselt number

Promvonge �3,4� 2 47.5 15 1250 Nusselt number
3 20 Friction factor

Promvonge �5� 5 47 20 1500 Nusselt number
30 Friction factor
40

Prasad �6� 0.813 14 8.47 2200 Nusselt number
0.813 5.08 Friction factor
0.813 3.63 Exergy destruction
0.813 2.82
1.016 8.47
1.016 5.08
1.016 3.63
1.016 2.82
1.575 8.47
1.575 5.08
1.575 3.63
1.575 2.82

Garcia et al. �7� 1.34 18 21.12 2830 Nusselt number
1.45 48.32 Friction factor
1.40 30.66
1.68 46.22
1.79 33.57
1.82 25.31

Agrawal et al. �8� 0.65 12.7 6.5 850 Heat transfer coefficient
1 10
1.5 13

Ozceyhan �9� 2 18 9 72 Temperature
18 Thermal stress ratio
36

Shoji et al. �10� 1.5 13.8 15 1000 Effects of the lengths and
500 segmentation on heat transfer
300
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The outer surface of the inner tube was maintained at a constant
temperature �100°C� by continuous contact with saturated water
vapor introduced and filled into the annular space between the
inner and outer tubes and discharged by a channel, like a teapot.

The surface temperatures were measured by T-type thermocouples
located every 50 mm distance along the tube length. 18 thermo-
couples were placed on the local wall of the tube and 18 thermo-
couples were placed around the tube to measure the circumferen-
tial temperature variation, which was found to be negligible. The
mean local wall temperature was determined by means of calcu-
lations based on the readings of the T-type thermocouples. The
inner and outer temperatures of air were also measured at certain
points inside the tube. Temperature measurements were made by
using a personal computer aided data logger device �CAMPBELL
CR10X� in conjunction with T-type thermocouples.

3 Data Deduction

3.1 Nusselt Number, Reynolds Number, and Friction
Factor. The experiments are performed for the steady state con-
ditions. Each test run takes nearly 30 min. Heat transfer and pres-
sure loss data are parametrized with the Reynolds number, which
is varied from 2500 to 12,000. Re number is found based on the
volumetric flow rate of air

Re =
4V̇

�Di�
�1�

where � is kinematic viscosity of the air and Di is the inner diam-
eter of the inner tube.

The average Nusselt number is found by logarithmic mean tem-
perature difference �LMTD�

LMTD =
�T1 − �T2

ln��T1

�T2
� �2�

where �T1 is the difference between mean wall temperature and
inlet temperature of the air ��T1=Tw−Ti�, and �T2 is the differ-
ence between mean wall temperature and outlet temperature of the
air ��T2=Tw−To�. The mean wall temperature Tw was determined
by means of calculations based on the readings of the T-type
thermocouples.

The net heat is obtained by subtracting the heat loss from the
gained heat, which occurred because of the water vapor on the
surface. The outer surface of the test tube was well insulated and
necessary precautions were taken to prevent leakages from the
system. Thus, the convection heat transfer to the surrounding is
neglected. Also the conductive heat loss through the thickness of

Fig. 1 Schematic view of the whole setup

Fig. 2 Specifications of the springs: „a… dimensions of the
springs and „b… incline angle of the springs
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the copper tube, as well as radiation between the air and copper
surface, is neglected. The mentioned neglected heat rates are less
than 0.5% of the total heat obtained by heating the surface by
water vapor.

Net heat is equal to the heat transfer rate, which occurred by
LMTD

V̇	Cp�To − Ti� = hmA�LMTD�
�3�

hm =
�V̇	�Cp�To − Ti�
��DiL�LMTD

where the fluid properties Cp, 	, and k are found based on bulk
temperature of the air.

Then average Nusselt number can be calculated as follows:

Nu =
hmDi

k
�4�

The measured pressure loss is used to calculate the friction factor

�p = f
L

Di
	

V2

2
�5�

In order to compare the experimental results of the turbulated
tube, a smooth tube flow is also tested. In addition, the well-
known empirical formulas of Dittus–Boelter and Blasius are used
for comparisons �11�.

Nu = 0.023 � �Re�0.8 � �Pr�0.4 �6�

f = 0.316 ReDi

−0.25 �ReDi

 2 � 104� �7�

where Prandtl number is considered according to the average of
inlet and outlet temperatures.

3.2 Uncertainty Analysis. The well-known uncertainty
analysis method introduced by Kelvin and McClintock �12� is
used to estimate the total uncertainty of the parametric values: Nu,
Re, and f .

According to Eqs. �1�–�4� Nu is a function of a number of

independent variables �	, Cp, k, L, V̇, Ti, To, and Tw�

Nu =
V̇	Cp

�kL
ln� Tw − Ti

Tw − To
�

and each of those variables has individual uncertainty
�wr ,wCp , . . . ,wTw�. This can be viewed as a weighted root mean
squared sum of the individual uncertainties. The total uncertainty
in the result, wNu, is found as follows:

�Nu = �� � Nu

�	
�	�2

+ � � Nu

�Cp
�Cp�2

+ � � Nu

�k
�k�2

+ � � Nu

�L
�L�2

+ � � Nu

�V̇
�V̇�2

+ � � Nu

�Ti
�Ti

�2

+ � � Nu

�To
�To

�2

+ � � Nu

�Tw
�Tw

�2�1/2

�8�

Similar calculations can also be made for friction factor f �Eq. �5��
and Reynolds number Re �Eq. �1��

� f = �� � f

�	
�	�2

+ � � f

�Di
�Di�2

+ � � f

�L
�L�2

+ � � f

�V̇
�V̇�2

+ � � f

��p
��p�2�1/2

�9�

�Re

Re
= �� � Re

��
���2

+ � � Re

�Di
�Di�2

+ � � Re

�V̇
�V̇�2�1/2

�10�
The uncertainty of each variable was estimated by the help of
instruments’ catalogs and published papers in literature �13,14�.
Then the total uncertainties for each independent variable were
found for Nu, f , and Re as �15%, �10%, and �4%, respectively.
Comparing these results to the ones in archival journals it will be
seen that the results are agreeable. For instance, Peng and Peter-
son �14� found 16%, 10%, and 8% uncertainties for Nu, f , and Re,
respectively. Asan and Namli �13� found 18%, 10%, and 4% for
the aforementioned parameters. Both results are agreeable with
those obtained in the present work. Table 2 presents the compari-
sons to literature. It also exhibits the uncertainty of each indepen-
dent variable. As can be seen from the table, pressure, volumetric
flow rate of the air, and the outlet temperature of the fluid are the
major uncertainty sources. The highest effect on the total uncer-
tainty of Nusselt number is outlet temperature, with the level 55%.
For friction factor and Re number major uncertainties are caused
by volumetric flow rate of the fluid. The effect of volumetric flow
rate of fluid on Reynolds number is 63%, while it is 20% on
friction factor.

4 Results and Discussions

4.1 Results for a Smooth Tube. In this section, first, the veri-
fication of the experimental results will be presented. The presen-
tation begins with a display of the validation of the results for a
smooth tube. The Nusselt number Nu and friction factor f ob-
tained from the present smooth tube are, respectively, compared
with the correlations of Dittus–Boelter �Eq. �6�� and Blasius �Eq.
�7�� �11�. Figures 3�a� and 3�b� show these comparisons. In the
figures, the present results agree reasonably well within 8.5% for
Nusselt number correlation of Dittus–Boelter. However, for the
friction factor, there is 20.5% deviation between the present re-
sults and the correlation of Blasius, which is quite high. The
present results are correlated for the Nusselt number and friction
factor of the smooth tube as follows:

Nu = 0.158 Re0.6 Pr0.4 �11�

f = 71.24 Re−0.84 �12�

Table 2 Uncertainties of dependent and independent
parameters

Uncertainties
�%�

Present
study

Peng and
Petersona

Asan and
Namlib

Independent variables
Inlet temperature of fluid, �Ti

�%� �1.49 – �1.53
Outlet temperature of fluid, �To

%� �2.9 – �3.2
Wall temperature of tube, �Tw

�%� �1.49 �1 �1.53
Pressure drop, ��p �%� �3.3 �1.5 �3.32
Volumetric flow rate of air, �V̇ �%� �3.5 �1.5 �3.5
Diameter of the inner tube, �D �%� �1 – �1
Length of the tube, �L �%� �1.5 – �1.5
Others, �	,n,k,Cp

�%� �0.20 – �0.20

Dependent variables
Nusselt number, �Nu �%� �15 �16 �18
Friction factor, � f �%� �10 �10 �10
Reynolds number, �Re �%� �4 �8 �4

aReference �14�.
bReference �13�.
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4.2 Effects of Design Parameters. The design parametric
values investigated in this work are coil-spring size �diameter�,
number of the springs, and incline angle of the springs. Three
graphs are plotted to show the effects of these three parameters on
Nusselt number in Figs. 4�a�–4�c�. Also the results of the smooth
empty tube and empirical correlation of Dittus–Boelter are added
into figures.

As seen from Figs. 4�a�–4�c�, coil-springs yield a considerable
heat transfer enhancement with a similar trend in comparison with
the smooth tube. Careful inspection of the curves in Fig. 4�a�
indicates that the rate of increase in Nu with Re is more or less the
same for all diameters. The most important point in the curves of
Fig. 4�a� is the distance between the lines of each diameter. Al-
though the three lines regarding Ds=7.2 mm, 9.5 mm, and 12 mm
have the same distance between each other, the lines for Ds
=12 mm and 13 mm are quite closer. The reason is related to the
magnitude of the diameter. Subtracting the diameters, it is found
that the difference between Ds=9.5 and Ds=7.2 is 2.3 mm and the

difference between Ds=12 mm and Ds=9.5 mm is 2.5 mm.
Hence the curves for Ds=7.2, 9.5, and 12 are stated with an equal
distance from each other. Since the difference between the curves
of Ds=12 mm and 13 mm is only 1 mm, the gap is not as large as
the others.

In Fig. 4�b� the effects of the number of the springs is pre-
sented, and it is shown that the increasing rate of Nusselt number
with Re number shows similar trends for all n values.

In Fig. 4�c� the incline angle effect is shown. It is observed that
Nusselt number increases monotonically with the incline angle.
The increment trend is approximately the same for each angle.

For all cases Nu number increases with increasing Re number,
since the coiled wire turbulators interrupt the development of the
boundary layer of the fluid flow and increase the degree of flow
turbulence �3�.

Considering Figs. 4�a�–4�c� it can be briefly said that when
three design parameters increase, heat transfer increases too.
However, it is important to know that which parameter has the

Fig. 3 Verification of the results for a smooth tube and empirical correlations: „a… Nu number results
versus Dittus–Boelter correlation’s results, and „b… f friction factor results versus Blasius correla-
tion’s results
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Fig. 4 Nu number versus Re number with respect to „a… incline angles, for Ds=13 mm
and n=6; „b… number of springs, for Ds=7.2 mm and �=0 deg; and „c… diameter of the
springs, for n=5 and �=7 deg
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highest effect on thermal performance, in other words, which is
dominant in thermal enhancement effect of the spring turbulators.
In order to evaluate the independent design parameters’ effects on
Nusselt number, a statistical correlation analysis is performed.

The number and the diameter of the springs affect the fluid
passing area magnitude but the incline angle has no effect on the
sizes of the flow passing area. So they should be considered to-
gether. A new term cross-section factor represented with the
Greek letter  is generated to show the fluid passing area in the
tube

 =
Ae − n . As

Ae
�13�

where Ae is the cross-section area of the empty tube �Ae

=2827.43 mm2�, and As is the cross-section area of each spring,
assuming that each spring is like a rod with diameters Ds
=7.2 mm, 9.5 mm, 12 mm, and 13 mm �see Fig. 2�a��. Finally, n
is the number of the springs located inside the tube �n=4, 5, and
6�. In Table 3 the values of  are listed. The effect of the incline
angle is given with “1+tan �” as shown in Fig. 2�b�.

The software program STATISTICA 5.0 is used to estimate corre-
lation coefficients. Nonlinear estimation method is used in the
analysis. The Nusselt number correlation is found for the range of
Reynolds number 2500�Re�12,000, Pr=0.7, and L /Di=15 as
follows:

Nu = 0.023 Re0.83 Pr0.4 −1.64�1 + tan ��0.93 �Pr = 0.71�
�14�

In Fig. 5, the predicted values versus observed values of Nusselt
number are plotted. Agreeable regression coefficients are obtained
�R2=0.98�. Also the average, maximum, and minimum errors are
in agreeable ranges.

From the correlation it is seen that incline angle has an expo-
nent 0.93 while Re has an exponent value of 0.83. This shows that
incline angle is more effective than Re number. It is worthy to
note that the correlation coefficient 0.83 for Re number is very
close to that in Dittus–Boelter �0.8�. The cross-sectional area for
the fluid passing through the tube decreases when the number of
the spring and the diameter of the spring increase. Nu number
increases with this diminishing fluid area. This area effect seems
to be the dominant parameter since it has the highest exponent,
1.64. However, it does not give any idea about the effect of num-
ber of spring and diameter separately on Nusselt number. Hence
another correlation of Nu dependent on n is generated by assum-
ing spring diameter to be constant �Ds=7.2 mm�

Nu = 10.8n0.24 �15�

then the number n is assumed to be constant �n=5� and the cor-
relation of Nu-Ds is found as

Nu = 3.9Ds
0.72 �16�

It is apparent that the diameter’s effect is greater than the num-
ber’s effect. Eventually, sorting the parameters’ effects from high
to low, the order is as �1� the incline angle, �2� diameter, and �3�
the number of the coil-springs.

Now, it is time to focus on pressure loss by means of friction
factor. For all tested cases, the use of coil-spring results in a sub-
stantial increase in friction factor. Since the coil-springs pretend to
be a second tube in the test tube, the contact of the working fluid
with the surface area of the test tube is higher due to the longer

Table 3 Cross-section factor, �, of each turbulator case

Diameter of the
springs, Ds �mm�

Numbers of the
springs, n

Cross-section
factor, 

4 0.942
7.2 5 0.928

6 0.914

4 0.900
9.5 5 0.875

6 0.850

4 0.840
12 5 0.800

6 0.760

4 0.812
13 5 0.765

6 0.718

Fig. 5 Correlation results for predicted Nu number versus observed Nu number
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Fig. 6 Friction factor f versus Re number with respect to „a… incline angles, for Ds
=13 mm and n=6; „b… number of springs, for Ds=7.2 mm and �=0 deg; and „c… diameter
of the springs, for n=5 and �=7 deg
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flow path and residence time, leading to higher friction loss �2,3�.
In Figs. 6�a�–6�c�, f-Re variations of the coil-springs’ diam-

eters, numbers, and incline angles are plotted. As mentioned
above, the friction factor increase in all cases, however, is much
higher than that of the smooth tube. These increments can be
attributed to dissipation of the dynamic pressure of the fluid due to
higher surface area and flow blockage of the coil-spring along the
tube wall �1–5�.

Friction factor tends to decrease with the increase in Reynolds
number in the range 2000–9000. Above this value the decrement
rate nearly keeps constant or becomes less.

It is found that there is a reduction in the friction factor while
using less coil-spring and smaller spring diameter and incline
angle. The highest value of friction factor is observed for Ds
=13 mm, n=6, and �=10 deg, while the lowest value is for Ds
=7.2 mm, n=4, and �=0 deg. Sequencing the design param-
eters’ effects from high to low, it will be seen that the most effec-
tive design parameter on the friction factor enhancement is incline
angle, the second dominant parameter is diameter, and finally the
least effect is caused by changing the number of the coil-springs,
as previously observed in heat transfer.

A correlation including all of the effective parameters on fric-
tion factor is obtained as follows:

f = 210,767 Re−1.4 −3.26�1 + tan ��1.82 �17�

Equation �17� is valid for the experimental conditions of 2900
�Re�12,000, Pr=0.7, and L /Di=15. The exponents of Rey-
nolds number, cross-section factor, and incline angle show that
their effects on friction factor increment are much more than their
effects on heat transfer increment.

In Fig. 7 the comparison of observed values by the tests and the
predicted values by the correlation �Eq. �17�� is presented. The
regression coefficient is 0.98, which is high enough to be scien-
tifically acceptable, and the mean, maximum, and minimum de-
viations between the observed and predicted values are 14%,
90%, and 0.02%.

4.3 Performance Evaluation. It will now be focused on the
enhancement of heat transfer and friction loss by means of Nu
number ratio, Nu /Nu0, and friction factor ratio, f / f0, which are,
respectively, defined as the ratio of the observed augmented re-
sults of Nu and f to the results of the smooth tube of Nu0 and f0.
Nusselt number ratio is plotted against Reynolds number in Figs.
8�a�–8�d� and friction factor ratio versus Reynolds number is plot-
ted in Figs. 9�a�–9�d�. The subfigures �a�, �b�, �c�, and �d�, respec-

tively, represent the coil-spring diameters Ds=7.2 mm, 9.5 mm,
12 mm, and 13 mm. Each of these subfigures consists of three
parts, with each part corresponding to a specific value of incline
angle �. These graphs extend over a Reynolds number Re range
from 2500 to 12,000, spring diameters n=4, 5, and 6, and incline
angles from �=0 deg, 7 deg, and 10 deg.

From Figs. 8�a�–8�d� it is apparent that Nusselt number ratios
are generally above unity in all cases, indicating that the use of
coil-springs is advantageous over the smooth tube. Nusselt num-
ber ratio Nu /Nu0 tends to increase with the increase in Reynolds
number from 2500 to 7000 for all turbulators and then nearly
keeps constant or has a slight decrease for higher Reynolds
numbers.

Among all cases, the maximum value of Nu /Nu0 is obtained as
2.5 for Ds=13 mm, �=10 deg, and n=6, and the minimum value
is obtained as 1.5 for Ds=7.2 mm, �=0 deg, and n=4. These
results show a good agreement compared to literature. For ex-
ample, in Promvonge’s study �3�, average enhancement of heat
transfer rate is found to be about 2.1 times more than that of the
smooth tube. In Naphon’s experiments �1�, enhancement of heat
transfer varied between 1.5 and 2 times according to the pitch
size.

From Figs. 9�a�–9�d� it is observed that the friction factor ratio
tends to decrease for Re�9000 for all the turbulators applied. For
Re�9000 it slightly decreases or keeps constant. The average
f / f0 values for Ds=7.2 mm, with the incline angle �=0 deg, are
23, 27, and 32, for n=4, 5, and 6, respectively. For �=7 deg, the
increase in the friction factor is 29, 36, and 43 times of the friction
factor for a smooth tube. Finally for �=10 deg the increments are
32, 41, and 51 times. In literature Promvonge �3–5� used only one
coil-spring with zero incline angle. He found that for circular
coils, friction factor ratio is 7.5, which is three times smaller than
the lowest average value found in the present paper. This devia-
tion is directly related to the design parameters, such as spring
numbers and incline angle, applied in the present study.

5 Conclusions
In the present work, springs are located along the inner tube of

a heat exchanger. These springs behave like turbulators and,
hence, cause some heat transfer enhancement. The major results
of the experiments are as follows.

• Turbulators not only produce more turbulence than the
smooth tube but also increase heat transfer area.

Fig. 7 Correlation results for predicted friction factor versus observed friction factor
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Fig. 8 Ratio of augmented Nu number to the smooth tube Nu
number, Nu/Nu0: „a… Ds=7.2 mm, „b… Ds=9.5 mm, „c… Ds
=12 mm, and „d… Ds=13 mm

Fig. 9 Ratio of augmented friction factor to the smooth tube
friction factor, f / f0: „a… Ds=7.2 mm, „b… Ds=9.5 mm, „c… Ds
=12 mm, and „d… Ds=13 mm
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• Incline angle of the coil-springs stated along the tube has an
impetus on heat transfer and pressure loss. For the smallest
incline angle of the springs �=0 deg heat transfer and fric-
tion factor have the lowest values, while for �=10 deg the
heat transfer and friction factor have the highest values.

• Second the diameter of the springs has a great effect on heat
transfer and friction loss. Increasing the diameter causes sig-
nificant increases in heat transfer and friction loss.

• The heat transfer and friction factor increase with increasing
spring numbers, n, but the effect of n is not as powerful as
the effects of diameter and incline angle.

• Heat transfer increases with increasing Re. However, the
friction loss also increases. The recommendation of the au-
thors is to make an optimization analysis for diminishing the
friction loss.

Nomenclature
A � peripheral heat transfer area of the inner tube

�A=�DiL� �m2�
Ae � cross-sectional area for the empty tube �Ae

=�Di
2 /4� �m2�

As � cross-sectional area for spring based on the
outer diameter �As=�Ds

2 /4� �m2�
Cp � specific heat �J kg−1 K−1�
Di � inner diameter of the inner tube �mm�
Ds � outer diameter of the spring �m�

f � friction factor
f0 � friction factor for a smooth empty tube

hm � average heat transfer coefficient �W m−2 K−1�
k � thermal conductivity of the air �W m−1 K−1�
L � length of the inner tube �m�

LMTD � logarithmic mean temperature difference �K�
n � number of the springs

Nu � Nusselt number
Nu0 � Nusselt number for a smooth empty tube
�p � pressure loss �Pa�
Pr � Prandtl number
R2 � regression coefficient
Re � Reynolds number
Ti � temperature of air at the inlet �K�
T0 � temperature of air at the outlet �K�
Tw � wall temperature of the inner tube �K�

V � mean velocity of the air �m/s�

Greek Letters

V̇ � volumetric flow rate of the air �m s−3�
	 � density of the air �kg m−3�
� � kinematic viscosity of air �N m s−1�
� � incline angle of the spring �deg�
� � uncertainty �%�
 � nondimensional cross-section factor
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Exergy Study of Fouling Factors in
Heat Exchanger Networks
Selection of fouling factors is somewhat arbitrary in heat exchanger networks (HENs)
synthesis. Fouling factors were reconsidered in this article for heat exchanger networks
design. An objective function based on exergoeconomic analysis was introduced to assess
optimal less conservative fouling factors. The objective took account of exergy consump-
tion expense and heat exchanger capital cost at the same time. The exergy consumption
of heat transfer in HENs was calculated using subsection integral on balanced composite
curves. The proposed method was applied to an industrial case. Numerical results indi-
cated that the optimal less conservative fouling factors were 80% of the original values
and the heat transfer area of the system saved 350 m2 compared with root design. So it
is necessary to reconsider the values of fouling factors for HENs design and that exer-
goeconomic analysis is useful in determining the optimal less conservative fouling
factors. �DOI: 10.1115/1.3194766�

Keywords: heat exchanger networks, fouling factors, exergoeconomic analysis

1 Introduction
Heat exchanger network �HEN� syntheses play an important

role in controlling energy consumption and costs. Recent years
have witnessed a rapid development in this field. As nature phe-
nomena, fouling of heat transfer equipment has long plagued
energy-related industries. Increasing energy and raw material
costs, declining availability of high-quality cooling water, and en-
vironmental restrictions limiting the use of certain additives that
could be used to mitigate fouling have combined to increase the
importance of understanding fouling phenomena in the design and
operation of industrial heat exchangers �1�. This is an interesting
issue in HEN syntheses as well. More and more literatures on this
subject were published in recent years �2–5�.

Increasing energy and capital costs have made it imperative to
ensure that as little energy and capital as possible was consumed
by a chemical plant. The synthesis of HENs subject to fouling is
thus worthy of being investigated. The traditional approach to
fouling is to add area for contingency in heat exchanger. Practi-
cally, heat exchanger designs allowances for fouling through
“fouling factors.” The most widely used data on fouling factors
were published by the Tubular Exchanger Manufacturers Associa-
tion �TEMA�, which provided lots of experienced fouling data for
different kinds of fluids. However, selection of fouling factors was
somewhat arbitrary and there have been several limitations. Speci-
fying a large fouling factor produces a conservative overdesign,
which may produce problems. For example, an oversize in heat
exchanger will reduce flow velocity causing an increased rate of
fouling to occur and there is too much area for the required heat
duty at start up. Could we do better?

The normal design often selects certain fouling factors. These
values can be called original design setting. Since fouling deposits
build up over time, the original fouling factors represent terminal
values and they represent that at the point when some clean action
should be taken. The exchanger is overdesigned for the initial
operation. Generally, the target temperatures of process streams
with somewhat tolerance are permitted to keep within a certain
range, which provides the chance to think over less conservative
fouling factors. But the question is: How much is the suitable

fouling factor. Wang and Sunden �5� employed the method of
trade-off optimization between the utility consumption and capital
cost in which the optimal fouling factor is dependent on the capi-
tal saving and the utility consumption increase. However, in pre-
vious literature, the optimal objective function was expressed by
the sum of hot utility and cold utility for the energy consumption,
which took no account of exergy consumption. Actually, it was
not reasonable.

Exergy reflects that usefulness or value of energy. In the pro-
cess of heat transfer, energy is conservational, but exergy is con-
sumed or destroyed due to irreversible phenomena. In fact, it is
the exergy consumption that impels the process of heat transfer.
Therefore, it is more reasonable to price exergy rather than energy
as the annual operating expense, which trades off with the capital
cost in determining the optimal synthesis. Work linking exergy
and economics was carried out for several decades and a lot of
research on exergy linked with economics was done, which made
the concept of exergoeconomic �6� well appreciated �for more
detailed review, see Ref. �7��.

In this article, an approach based on exergoeconomic analysis
was introduced to determine the optimum less conservative foul-
ing factors. Exergy consumption expense acted as operating costs
of HENs in the objective function. Finally, the proposed method
was applied to an industrial case, and encouraging results have
been obtained.

2 Methodology

2.1 Less Conservative Fouling Factor. The fouling layer has
a high thermal resistance with respect to other resistances in the
system, which increases the resistance to heat transfer and reduces
the overall effectiveness. So, overdesign is made for the added
resistance due to fouling.

Currently, the most widely used data on fouling resistance are
published by TEMA, which provides a listing of experience-based
fouling factors. But selection of fouling factors is somewhat arbi-
trary. Recently, a coming has been formed to re-evaluate these
fouling factors.

It is possible to select less conservative fouling factor, Rf
�, based

on the original value. Accordingly, there will be the equation as
follows:

Rf
� =

1

Uf
�

−
1

Uc
�1�
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where Rf
� is the less conservative thermal resistance due to foul-

ing, Uf
� is the overall heat transfer coefficient with less conserva-

tive fouling considered, Uc is the clean overall heat transfer
coefficient.

Less conservative fouling factors result in less heat transfer
surface margin with less capital costs and bigger impetus of heat
transfer is needed because of the below design performance. The
exergy consumption increases with the increase of the degree of
irreversibility accordingly. The proper value will be determined
through a trade-off way between capital cost saving and exergy
consumption increasing. If the annual saving is the biggest, the
fouling factors are the optimal conservative fouling values.

2.2 Calculation of Exergy Consumption in HENs. During
the process of heat transfer in HENs, the temperature of process
stream is changing continuously. So, it is difficult to calculate
exergy loss at every heat exchange point. Apparently, it is not
rational to use mean temperature difference in process stream for
calculation of exergy consumption. A new method is proposed
here.

As demonstrated in Fig. 1, point A and point B on hot compos-
ite curve and cold composite curve are selected at random, respec-
tively. The exergy consumption of heat transfer between A and B
is calculated by using the differential element

T0

TA · TB
�TA − TB�dQ �2�

where TA is the absolute temperature of point A �K�, TB is the
absolute temperature of point B �K�, and T0 is the absolute tem-
perature of assumed environment �here 298 K is assumed�.

The exergy consumption of the whole process of heat transfer
in HENs is calculated by using integration on the whole process.

However, it is shown that the hot and cold composite curves are
composed of several lines. There are several different integral
equations. Integration can be done apart from the hot end of the
balanced composite curves and moving upwards the curves be-
tween plumb corresponding hot and cold curves. That is,

I =�
0

Q1 T0

TA · TB
�TA − TB�dQ +�

Q1

Q2 T0

TA · TB
�TA − TB�dQ + ¯

+�
QN−1

QN T0

TA · TB
�TA − TB�dQ �3�

where TA and TB are changed continuously with the line relations
between the absolute temperature and the enthalpy.

2.3 Objective Function Based on Exergoeconomic
Analysis. In the process of heat transfer, exergy loss occurs due to
irreversibility. Exergy loss increases with the increase in the de-
gree of irreversibility and this kind of exergy loss is inevitable.
However, according to the first law of thermodynamics, the en-

ergy is conservational but the quality is decreased. Therefore,
many researchers �8� recognize that exergy, not energy, is the
commodity of value in an energy system. Consequently, it is more
reasonable to assign prices to exergy-related variables.

The economic assessment includes exergy consumption ex-
pense and heat exchanger capital costs. In the objective function,
exergy consumption expense substitutes for hot and cold utility
energy costs as the operating costs. Annualized saving is used as
the economic objective for selecting optimal less conservative
fouling factors. Less surface margin is achieved because of less
conservative fouling factors and the capital costs are reduced ac-
cordingly. Consequently, exergy consumption is increased be-
cause of greater heat transfer driving force needed with the below
design performance. So, there will be an optimal trade-off be-
tween exergy consumption expense and heat exchanger capital
costs. When the annual saving is the biggest, the fouling factors
are the optimal less conservative fouling values. So the objective
function based on exergoeconomic analysis is expressed as
follows.

For objective function,

max C = CI,save − Cex,increase �4�

where C is the annual cost savings, CI,save is the capital cost sav-
ings, Cex,increase is the exergy consumption increase.

As for exergoeconomic analysis, it is important to find a sound
method for exergy price setting. Many papers for exergy price
settings were published in literatures and significant work was
done �for more details, see Refs. �9–12��. In this work, exergy is
priced by electrical price. Electrical energy is totally convertible
to work in theory. The annual exergy consumption expense is
obtained by multiplying the unit price of electrical energy and
operating hours and exergy consumption. Table 1 gives the cost
data �4�.

3 Case Study
This case study was initially selected from an ammonia synthe-

sis plant. During the process of CO conversion, a large amount of
heat was released. The conversion gas with high temperature was
let off from converter. The HENs for heat recovery have been
designed and the conversion gas was used to generate high-
pressure steam. The high-pressure steam was used to heat some
cold streams and to supply heat for reboilers. The grassroot design
is shown in Fig. 2. The areas of exchangers E1, E2, E3, E4, E5,
E6, E7, E8, E9, E10, E11, and E12 are 162 m2, 610.8 m2,
111.9 m2, 3.6 m2, 187 m2, 506 m2, 336 m2, 41 m2, 520 m2,
1056 m2, 848 m2, and 536 m2, respectively.

The targeting was redone over the temperature scale 20–38°C
as the �Tmin of the HENs and the targeting results are given in
Fig. 3. The figure indicates that the exergy consumption decreases
when the heat transfer area needs to be increased. These data can
be used to value exergy consumption in the process of heat trans-
fer. The redesign area of the heat recovery system is changed due
to different fouling factors selected.

When the HEN system was redesigned using 0–100% of the
original setting fouling factors, exergy consumption in the process
of heat transfer needed was larger in order to maintain the con-
trolled target temperature. At the same time, the area needed by
the system was decreased due to less conservative fouling factors.
This variation was shown in Figs. 4 and 5.

Fig. 1 Balanced composite curves for exergy consumption
calculation

Table 1 Cost data of heat exchanger network

Items Cost data

Capital cost of HEN �US$� 10000+350A �m2�
Electricity price �US$� 0.04 /kW h
Operation time 7200 h/year
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In order to value the potential of less conservative fouling fac-
tors, trade-off between exergy consumption increase and heat
transfer area saving should be established. The results were shown
in Fig. 6 from which it can be shown that the optimal less con-
servative fouling factors are at 80% of the original values. At the
same time, redesign area of the system decreased from 4918.3 m2

to 4568.3 m2. That is to say, the new system saved 350 m2 of
heat transfer area. If some measures of heat transfer enhancement
have been taken, there would be larger area saved. So, it indicates
that consideration of less conservative fouling factors will result
in notable saving.

4 Conclusions

This work presented a method of calculation of exergy con-
sumption in heat transfer of HENs. An objective function based
on exergoeconomic analysis was introduced to assess optimal less
fouling factor, based on trade-off between exergy consumption
expense and heat exchanger capital cost. The proposed method
was applied to an industrial case and encouraging results were

Fig. 2 HENs of grassroot design in local site

Fig. 3 Exergy consumption versus heat transfer area needed

Fig. 4 Area saving versus fouling factor

Fig. 5 Exergy consumption increasing versus fouling factor

Fig. 6 Cost saving versus fouling factor
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obtained, and it was shown that potential usefulness of exergoeco-
nomic analysis in determining the optimal less conservative foul-
ing factor.
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Nomenclature
C � annual cost saving �US$/year�

CI,save � capital cost saving �US$/year�
Cex,increase � exergy consumption increasing �US$/year�

Rf
� � less conservative thermal resistance due to

fouling �m2 K /W�
Uf

� � overall heat transfer coefficient with less con-
servative fouling considered �W /m2 K�

Uc � clean overall heat transfer coefficient
�W /m2 K�

TA � absolute temperature of point A �K�
TB � absolute temperature of point B �K�
T0 � absolute temperature of assumed environment

�K�
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Heat Transfer Characteristics of a
Swirling Laminar Impinging Jet
This paper describes the characteristics of the heat transfer and flow of a swirling
laminar impinging jet in a comparatively narrow space with a confined wall. Air is
impinged on a flat surface with constant wall temperature. The heat transfer and flow
field were analyzed numerically by solving three-dimensional governing equations. Heat
transfer experiment and flow visualization were also performed. Numerical heat transfer
was compared with experimental results. Temperature distribution and velocity vectors in
the space were obtained for various swirl numbers at Reynolds number Re�2000. The
numerical and experimental results show that the swirling jet enhances or depresses the
local heat transfer, and the average Nusselt number ratio with and without swirl takes a
peak at a certain swirl number. �DOI: 10.1115/1.3211870�

Keywords: impinging jet, swirl, heat transfer enhancement, swirl number

1 Introduction
Jet impingement systems received considerable attention and

comprehensible reviews are available �1,2�. There are many fac-
tors which affect the local heat transfer and mass transfer, namely,
the nozzle shape �3�, the attitude �4�, the number �5�, and so on.
These studies have been confined to nonswirling flows. The swirl
can markedly affect the flow characteristics near the impingement
surface. Huang et al. �6� numerically calculated the effect of in-
troducing swirl in the jet flow and heat transfer under a laminar
impinging jet. The center-line axial velocity decays more rapidly
and increases in the spreading rate of the jet with increase in swirl
number. A recirculating bubble is formed on the impingement
plate at the stagnation point for swirl number above 0.43. The
Stanton number decreases slightly with the swirl number from 0
to 0.2. Ward and Mahmood �7� experimented on heat and mass
transfer. Mass transfer rates were determined using naphthalene
technique. The Chilton–Colburn analogy was employed to infer
the corresponding heat transfer coefficients. They found that the
swirl reduced the heat transfer and the average Nusselt number
was correlated by a simple power-law dependence on swirl num-
ber, Reynolds number, and nozzle-to-plate space. Wicker and
Eaton �8� investigated a passive particle dispersion control tech-
nique in which longitudinal vortices were injected into a develop-
ing coaxial swirling jet with sufficient annular swirl. Wen and
Jang �9� performed heat transfer and flow visualization experi-
ments to investigate the performance of two swirling jets, namely,
longitudinal swirling and cross swirling. The heat transfer rate
increased as the jet spacing decreases owing to the reduction in
the impingement surface area. Cross swirling supplied the better
heat transfer performance than that of the longitudinal swirling.
The percentage increase in the heat transfer enhancement ap-
proached to the range of 9–14%. Ichimiya and Tsukamoto �10�
carried out the heat transfer characteristics of a circular turbulent
impinging jet with a swirl using air as a working fluid. Swirling
was generated by air from two-inserting nozzles on the side sur-
face of the main nozzle. The swirl effect was remarkable in higher
jet spacing and brought about the peak heat transfer enhancement
at a certain momentum ratio. Recently, heat transfer removal or
improvement is requested in a narrow space corresponding to a
compact facility with low power, low noise and low vibration. In

such a meaning, the research on a swirling impinging jet is needed
in laminar flow situation and in dimensionless space h /D�1.

In the present study, a laminar, swirling impinging air jet in a
confined flow passage was examined numerically and experimen-
tally for various swirl numbers at fixed Reynolds number. Local
and average heat transfer and flow characteristics were examined.
Thermal performance was evaluated on the average Nusselt num-
ber ratio with and without swirl for various swirl numbers.

2 Numerical Analysis
Figure 1 shows the coordinate system. This is composed of

three-dimensional circular system �r ,� ,z� and the origin is the
center point on impingement surface. The gravity works along the
negative direction of z-axis. Nozzle diameters D=30 mm, space
h=10 mm, radius of flow passage Rn=75 mm, and peripheral
direction �=0–360 deg. Fluid is incompressible and Newtonian
fluid without heat generation. Impingement surface temperature is
Tw=50°C and upper wall of flow passage is insulated thermally.
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The Boussinesq approximation was applied in buoyancy term in
momentum equation. Thermal radiation was neglected in energy
equation. Temperature dependence was considered on the thermal
conductivity and kinematic viscosity of air. At nozzle exit, air
whose temperature was Tin=20°C, was jetted with z-component
and peripheral velocity components. The z-directional velocity is
fully developed. Peripheral velocity V is as follows:

0 � r � rt: V = cr
�6�

rt � r � Rn: V = cr�1 − �1 − rt/r�/�1 − rt/Rn��

where rt means the distance where the swirl effect appears and c is
determined by the mass conservation.

Swirl number, Sw, is determined by next equation.

Sw = G�/�GzD/2� �7�

where

G� =	 �rVW2	rdr and Gz =	 �W22	rdr

At t=0, the air is quiescent and the temperature is To=20°C. At
the exit of flow passage, the second derivative of temperature and
the first derivative of velocity were zero.

The unsteady three-dimensional governing equations were
solved numerically with the control volume method. The system
is geometrically symmetrical. However, the computational do-
main is whole area ��=0–360°� because of the inclusion of the
buoyancy force and the swirl flow. The velocity and pressure were
gained using the SIMPLE algorithm �11� and the QUICK scheme
with the third order upper wind method �12�. The number of
meshes were 75�r�
360���
10�z�. One mesh is �r=1 mm,
��=1.0 deg, and �z=1 mm. However, the first step from the
impingement surface is �z=0.5 mm. The time step �t is 10−4 s
to 10−3 s for numerical stability. Solution accuracy was studied

from solutions on successive refined grids. The root mean square
error defined by Fletcher �13� was less than 0.05 for a grid em-
ployed to predict the velocity and temperature.

Calculation was performed at the following conditions: Rey-
nolds number Re=2000, space h=10 mm, and swirl number
Sw=0.410, 0.675, and 1.186.

The numerical results were evaluated by the velocity vector, the
temperature distribution, and the local and average Nusselt num-
bers.

3 Experiment
Figure 2�a� shows a schematic diagram of the experimental

apparatus. The apparatus was composed of the flow delivery pas-
sage, the heated section including the impingement surface, and
the temperature measuring system. After the air was compressed
in a blower, air was divided into three flow passages. One was an
axial air supply and the other two were an angular air supply
connected to the side surface of a circular nozzle for the genera-
tion of a swirl flow. The inner diameter of the main nozzle was
D=30 mm. The upper wall, set at the same level of the nozzle,
was made of acrylic resin and is thermally insulated. The impinge-
ment section was composed of a stainless steel foil, a thermosen-
sitive liquid crystal sheet, and a transparent acrylic plate. These
are closely connected by binding tapes with transparency 99%.
The foil was heated electrically. The impingement surface tem-
perature was measured by transforming the color intensity of the
thermosensitive liquid crystal sheet to the corresponding tempera-
ture. The back side of the impingement section was illuminated by
four halogen lamps. These lamps were equipped with infrared
radiation absorption filters to prevent radiative heating of the ther-
mosensitive liquid crystal. The color image was converted into an

Fig. 1 Coordinate system

Fig. 2 Experimental apparatus: „a… a schematic diagram and
„b… two-inserting nozzles for swirl generation
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electrical signal by a CCD camera. The relationship between tem-
perature and color intensity was calibrated in advance. The local
heat flux was corrected by considering the thermal conduction in
the impingement section using the detailed temperature distribu-
tion and the local Nusselt number was obtained by using the net
heat flux. Figure 2�b� shows two-inserting nozzles on the side
surface of the main nozzle for the generation of a swirl flow. The
inner diameter of an inserting nozzle is D=7 mm. The � in the
figure is an inserting angle and is from 0 deg to 60 deg. The
distance from the end of the main nozzle to the inserting nozzle is
50 mm.

The flow visualization was performed using a smoke injection
method.

Experiments were carried out in the following conditions: the
Reynolds number at nozzle exit Re=1900, the space between
nozzle and impingement surface h=10 mm, and the swirl num-
bers Sw=0.31, 0.6, and 1.08.

4 Results and Discussions

4.1 Flow. In the first stage, the numerical results were
presented.

Figure 3 shows the velocity vector at z=0.5 mm from the im-
pingement surface �r ,�� for swirl number Sw=1.186. The origin
�0,0� corresponds to the nozzle center. Radial flow runs coaxially
from r=0 mm to r=25 mm. After that peripheral flows are gen-
erated and are rolled up to r=60 mm. In the present case, the
swirl spreads to the downstream region

Figure 4 shows velocity vector and temperature distribution
across the section for Sw=1.186. The r=0 means the nozzle cen-

ter and r=0–15 mm is the nozzle radius. After the jet from the
nozzle impinged on the flat heated surface, fluid rises up from r
=25 mm and approaches to upper wall. A recirculating flow is
generated near the impingement surface from r=30 mm to r
=50 mm. The flow is divided into three: perpendicular flow to the
impingement surface, radial flow after impingement, and periph-
eral flow by the swirl. Fluid temperature increased there and ther-
mal stratified layer is generated. Therefore, local temperature gra-
dient becomes low at the impingement surface. Comparatively,
low temperature fluid is involved at r=60 mm.

Figures 5�a� and 5�b� show the flow visualization. Figure 5�a�
presents the swirl generation from two-inserting nozzle on the
side surface of the main nozzle. This swirl jet was released from
the main circular nozzle. Figure 5�b� shows the flow situation
after the swirl jet impinged on the heated surface. The picture
shows that the flow rises up corresponding to Fig. 4 and a recir-
culating bubble is generated at the downstream region. Therefore,
the flow visualization verifies qualitatively with numerical results.

4.2 Heat Transfer. Figure 6 shows the isothermal lines at z
=0.5 mm from the impingement surface for swirl number Sw
=1.186 corresponding to Figs. 3 and 4. The origin �0,0� corre-
sponds to the nozzle center. The temperature at a half-mesh from
the impingement surface, T is expressed by T=Tw− �q� /�� where
q is the local heat flux, � is a half-mesh away from the impinge-

Fig. 3 Velocity vector „Sw=1.186…

Fig. 4 Velocity vector and temperature distribution across the section „Sw
=1.186…

Fig. 5 Flow visualization „Sw=1.08… „a… swirl flow at the nozzle
exit and „b… flow across the flow passage
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ment surface, and � is the thermal conductivity of air. Therefore,
the temperature corresponds to the local heat flux. Coaxial isother-
mal lines in Fig. 6 correspond to coaxial radial flow presented in
Fig. 3. Swirl affects in the downstream region because the swirl
number is comparatively high. Temperature distribution is divided
into three peripherally closed-isothermal lines regions in radial
direction r=40–60 m.

Figure 7 shows the local Nusselt number distribution corre-
sponding to isothermal lines for Sw=1.186, shown in Fig. 6. Lo-
cal heat transfer is high beneath the nozzle because axial flow
impinged. The high swirl number brings about the recirculation
bubble. The plateau region can be found from r=30 mm to r
=50 mm corresponding to the recirculating flow region. Flow
mixing is promoted and heat transfer is recovered at downstream
region by swirling at the nozzle.

Figure 8 shows the two-dimensional distribution of the local
Nusselt number �Sw=1.08� by experiment. The local Nusselt
number is high and is almost coaxial beneath the nozzle. It de-
creases along the flow direction and recovers at downstream re-
gion because of a swirl effect. This behavior of experimental re-
sults agrees with that of numerical results.

In the next step, the local Nusselt numbers was averaged pe-
ripherally. The average Nusselt numbers are presented along ra-
dial direction for various swirl numbers in Fig. 9. Sw=0 means
normal impinging jet without swirl. In the case of Sw=0.410 and
0.675, heat transfer is improved and particularly oscillates down-
wards due to the swirl. In the case of Sw=1.186, heat transfer is
depressed rapidly due to a rising flow and a recirculating flow

corresponding to Fig. 4 and increases near r=60 mm because a
high swirl number means the high spreading rate of the jet to
downstream region.

Figure 10 shows the peripherally averaged Nusselt number by
experiment along radial direction. The -�- line denotes the value
without swirl �Sw=0�. The values in Sw=0.31 and 0.6 are higher
than those in Sw=0 and present the heat transfer improvement.
However, in Sw=1.08, it decreases from the center r=0 mm to
r=60 mm and recovers in the downstream region r
=60–75 mm. This behavior agrees nearly with numerical values,
although there is a little difference near the exit.

In addition, the peripherally averaged Nusselt numbers were
averaged along radial direction from r=0 to r=65 mm to evalu-
ate the thermal performance. The relationship between the average
Nusselt number ratio with and without swirl and various swirl
numbers is shown in Fig. 11. The symbols �, �, and � mean
without the swirl, the numerical results with the swirl, and the
experimental results with the swirl, respectively. The value higher
than 1 means heat transfer improvement and the value lower than

Fig. 6 Isothermal lines „Sw=1.186…

Fig. 7 Local Nusselt number „numerical calculation… „Sw
=1.186…

Fig. 8 Local Nusselt umber „experiment… „Sw=1.08…

Fig. 9 Peripherally averaged Nusselt number „numerical
calculation…

Fig. 10 Peripherally averaged Nusselt number „experiment…
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1 does heat transfer depression. According to Fig. 11, Nuave /Nuo
increases with Sw, takes a peak near Sw
0.40 and after that it
decreases with increase of Sw. This behavior is same in both
numerical and experimental results. This means that the swirl
number, which maximizes the heat transfer, exists. The peak swirl
number depends on the Reynolds number and the space between
nozzle and impingement surface. Consequently, a swirl brings
about both heat transfer enhancement and depression.

5 Conclusions
Heat transfer and flow characteristics of swirl-type impinging

jet were numerically and experimentally evaluated using the ve-
locity vector, the flow visualization, the temperature distribution,
the local Nusselt number, and the average Nusselt number ratio
with and without swirl. Concluding remarks are as follows.

�1� The swirl at nozzle exit brings about both heat transfer
improvement and depression.

�2� The average Nusselt number ratio with and without swirl
takes a peak at a certain swirl number.

�3� The flow acceleration and flow mixing promotion near the
impingement surface by a swirl brings about heat transfer
enhancement.

�4� The rising flow and recirculating flow by a swirl bring
about heat transfer depression.

Nomenclature
Cp � specific heat, J /kg K
D � nozzle diameter, mm or m
H � space between nozzle and impingement sur-

face, mm or m
Nu � local Nusselt number, D /�

Nuave � average Nusselt number
Nuo � Nusselt number without swirl
Re � Reynolds number at nozzle exit, uD /�
Rn � distance from the center to the exit of flow

passage
Sw � Swirl number �refer to Eq. �7��

r ,� ,z � coordinate system
T � temperature, °C or K

Tin � air temperature at nozzle exit
To � air temperature at initial condition
Tw � impingement surface temperature
U � velocity along radial direction, m/s
V � velocity along peripheral direction, m/s
W � velocity along axial direction, m/s
 � heat transfer coefficient, W /m2 K
� � thermal conductivity of air, W /m K
� � kinematic viscosity of air, m2 /s
� � density of air, kg /m3
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Thermal Properties for Bulk
Silicon Based on the
Determination of Relaxation
Times Using Molecular Dynamics
Molecular dynamics simulations are performed to estimate acoustical and optical pho-
non relaxation times, dispersion relations, group velocities, and specific heat of silicon
needed to solve the Boltzmann transport equation (BTE) at 300 K and 1000 K. The
relaxation times are calculated from the temporal decay of the autocorrelation function of
the fluctuation of total energy of each normal mode in the �100� family of directions,
where the total energy of each mode is obtained from the normal mode decomposition of
the motion of the silicon atoms over a period of time. Additionally, silicon dispersion
relations are directly determined from the equipartition theorem obtained from the nor-
mal mode decomposition. The impact of the anharmonic nature of the potential energy
function on the thermal expansion of the crystal is determined by computing the lattice
parameter at the cited temperatures using a NPT (i.e., constant number of atoms, pres-
sure, and temperature) ensemble, and are compared with experimental values reported in
the literature and with those computed analytically using the quasiharmonic approxima-
tion. The dependence of the relaxation times with respect to the frequency is identified
with two functions that follow the functional form of the relaxation time expressions
reported in the literature. From these functions a simplified version of relaxation times
for each normal mode is extracted. Properties, such as group and phase velocities,
thermal conductivity, and mean free path, needed to further develop a methodology for
the thermal analysis of electronic devices (i.e., from nano- to macroscales) are deter-
mined once the relaxation times and dispersion relations are obtained. The thermal
properties are validated by comparing the BTE-based thermal conductivity against the
predictions obtained from the Green–Kubo method. It is found that the relaxation times
closely resemble the ones obtained from perturbation theory at high temperatures; the
contribution to the thermal conductivity of the transverse acoustic, longitudinal acoustic,
and longitudinal optical modes being approximately 30%, 60%, and 10%, respectively,
and the contribution of the transverse optical mode negligible.
�DOI: 10.1115/1.3211853�

1 Introduction

In pure semiconductor materials, such as silicon and germa-
nium, which are the main components of modern transistors—
including silicon on insulator, silicon on silicon-germanium, and
strained silicon—the thermal transport is described in terms of
quantized lattice vibrations or phonons �1�. Phonons undergo dif-
ferent collisions or scattering mechanisms �e.g., phonon-phonon,
phonon-impurities, phonon-boundaries, and phonon-defects�,
which play a crucial role on describing how the heat is transported
in the crystalline structure. These interactions are conveniently
represented by the relaxation time ��m� of each interacting phonon
mode �m�. The relaxation time is defined as the time it takes to
return to equilibrium when one phonon mode has been perturbed.
Under the single-mode relaxation time �SMRT� approximation ev-
ery phonon is assigned a relaxation time corresponding to the net
effect of the scattering mechanisms coexisting in a particular situ-
ation. This allows replacing the scattering term in the Boltzmann
transport equation �BTE� by

− vg,m · �T
�nm

�T
+ � �nm

�t
�

scattering

→ � �nm

�t
�

scattering

=
nm

o − nm

�m
�1�

where T is the temperature, t is the time, nm is the phonon mode
occupation number, and nm

o is the equilibrium phonon occupation
number given by the Bose–Einstein distribution. The left part of
Eq. �1� represents the BTE equation for a mode m under a tem-
perature gradient.

Several phenomenological models exist to estimate phonon re-
laxation times. Unfortunately, the complexity of the scattering
mechanisms affects their reliability in situations outside the range
for which they were developed. Particular considerations have to
be taken to avoid large discrepancies when applied to different
semiconductor materials �2–6�. Furthermore, important simplifi-
cations and assumptions are involved in their derivation such as
isotropic crystal, elastic continuum behavior, piecewise linear dis-
persion relations, third-order anharmonic expansions, etc. Errors
associated with these assumptions can be hidden by the use of
fitting parameters �5,7,8�. In these models, the contribution of the
optical modes to thermal conductivity has been considered negli-
gible. Different authors �9–13� have pointed out that optical
phonons can have a significant effect on the creation of hot spots
during transient Joule heating events due to the confinement of
phonons, which can severely impact performance and reliability
of transistors and other electronic devices. Notable are the works
of Pop et al. �11,14� and more recently Rowlette and Goodson
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�12�, who have developed nonequilibrium electron and electron-
phonon transport models, respectively, applicable to nanometer-
scale field-effect transistors. In addition, Sinha et al. �13� studied
the scattering mechanisms of longitudinal optical phonons at hot-
pots in silicon using molecular dynamics �MD�.

Using molecular dynamics, Ladd et al. �15� calculated the re-
laxation times from the autocorrelation function of the fluctuation
of the potential energy. The later was obtained from the normal
modes decomposition of the system over a period of time. Later,
McGaughey and Kaviany �8� modified this approach by consider-
ing the fluctuation of the total energy �potential+kinetic� of each
mode. They applied the method to compute the relaxation times of
argon for a range of temperatures from 20 K to 80 K and was
validated using the Green–Kubo method for thermal conductivity.
Similarly, Sun and Murthy �16� reported transverse acoustic �TA�
and longitudinal acoustic �LA� phonon relaxation times using an
environmental-dependent interatomic potential �EDIP� for silicon.
Third- and fourth-order polynomial functions were used to fit the
relaxation times of the TA and LA modes, respectively. More re-
cently, Henry and Chen following the same procedure have also
used the EDIP potential to determine the relaxation times of sili-
con at different molecular temperatures and symmetry directions
�i.e., �100�, �110�, and �111��.

In this work, as a first step to develop a methodology capable of
integrating all scales involved in the thermal analysis of electronic
devices �i.e., from nano- to macroscales� �17�, we estimate differ-
ent thermal properties of silicon at 300 K and 1000 K. These are
obtained from the determination of the relaxation times for the
acoustical and optical normal modes and the dispersion relations
of bulk silicon in the �100� family of directions. Here, we apply
and extend the method reported by McGaughey and Kaviany �8�
for silicon, in which the relaxation times are calculated from the
temporal decay of the autocorrelation function of the fluctuation
of total energy of each normal mode. These properties can be used
as input for other less time consuming numerical tools, such as
lattice Boltzmann, phonon Monte Carlo, etc., to perform transient
and steady state thermal predictions on a variety of situations. For
simplicity, we have used the word phonon instead of normal
mode, however, note that the phonon’s energy is quantized, while
the energy of a normal mode computed with MD is a continuous
function.

Silicon and germanium crystallize into a diamond structure
�i.e., fcc lattice with two atoms per unit cell�. To maintain this
structure, the interatomic potential function between silicon atoms
must include two- and three-body terms. As a result, the numerical
determination of the forces between silicon atoms is computation-
ally demanding. The presence of two atoms per unit cell produces
optical modes, which double the number of normal modes. More-
over, the thermal conductivity of silicon is several orders of mag-
nitude greater than that for argon, resulting in much longer corre-
lation times. These characteristics make the application of the
method to silicon challenging.

The advantages of using molecular simulations to compute the
relaxation times are that �i� no assumptions about the nature of the
thermal transport are required; �ii� the anharmonic nature of the
potential energy function is captured as a function of temperature;
�iii� no explicit simplification about the lattice structure or the
contribution of anharmonic terms is made; �iv� well documented
interatomic potentials for silicon and other semiconductor materi-
als are available in the literature �e.g., Stillinger–Weber �SW�
�18�, Tersoff �19�, or EDIP �20��; and �v� the method can be ex-
tended to other materials and geometries with relative facility. In
this work, we use the Stillinger–Weber potential for silicon �18�.

As illustrated in the flow chart shown in Fig. 1, we start build-
ing our model by assessing the impact of the anharmonic nature of
the potential energy function over the thermal expansion of the
crystal. The lattice parameter �a� is determined using MD in the
NPT ensemble �i.e., constant number of atoms, pressure, and tem-
perature� at 300 K and 1000 K. The values of the lattice parameter

at different temperatures are compared with those obtained experi-
mentally and analytically with the quasiharmonic approximation
�QHMK�. Once the lattice parameter is determined, we compute
the specific heat per degree of freedom �cv�, the Green–Kubo
thermal conductivity �kGK�, the dispersion relations ��m�, and the
relaxation times ��m� using MD in the NVE ensemble �i.e., con-
stant number of atoms, volume, and energy� at 300 and 1000 K.
We identify the dependence of the relaxation times on the fre-
quency by means of two fitted functions. Using the MD relaxation
times and the normal mode decomposition we determine other
thermal properties that complement our model, such as group �vg�
and phase �vp� velocities, mean free path ��� of each mode, and
the BTE-based thermal conductivity �k�. We validate our model
by comparing the BTE-based thermal conductivities with those
previously predicted using the Green–Kubo method at the studied
temperatures.

This work is structured as follows. In Sec. 2 we review the
different relaxation time expressions commonly used in thermal
models, and how these can be computed using MD and the normal
mode decomposition. Details of the four types of MD simulations
needed to construct our model are given in Sec. 3. Then, in Secs.
4 and 5, we present the MD results for the relaxation times, dis-
persion relations, BTE-based thermal conductivity, and other ther-
mal properties. Section 6 shows the validation of our properties,
whereas Sec. 7 presents the limitations to further use our model in
other numerical tools. Lastly, the summary and conclusions of our
findings are given in Sec. 8.

2 Literature Review

2.1 Phonon Relaxation Time Expressions. Herring �21� de-
rived relaxation time expressions in the acoustic limit of the form
1 /��q��qcT5−c, where T is the temperature and c is a parameter
that depends on the crystal class �e.g., cubic, orthorhombic, etc.�
and on the phonon branch �for silicon c=1 for transverse modes
and c=2 for longitudinal modes�. For low-frequency longitudinal
modes, the relaxation times are proportional to the square of the
frequency and cube of the temperature �i.e., 1 /��q��q2T3��2T3�,
while at high temperatures �i.e., T��D, where �D is the Debye
temperature� the dependence is linear in temperature �i.e.,
1 /��q���2T�. Additionally, for transverse modes at high tempera-
ture the dependence on frequency is linear �i.e., 1 /��q���T�.

Klemens �22� derived relaxation times expressions for
Umklapp-processes using a generalized interaction matrix
�c�q ,q� ,q��� assumed to be a function of the Grüneisen parameter
and the cube of the participating mode frequencies �i.e.,
c�q ,q� ,q����������. The resulting relaxation time expressions
took the form

1/� � �2T3 exp�− �D/�T� and 1/� � �2T �2�

Fig. 1 Flow chart of calculations performed in this work
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for low and high temperatures, respectively �22�. Carruthers �23�,
on the other hand, suggested a simple solution to the BTE in
steady state where the relaxation times are taken to be 1 /�
=b�T��2+ I�4. The first and second terms represent the relaxation
times due to phonon-phonon and phonon-impurity scattering, re-
spectively, and b�T� and I are fitted constants.

Despite the fact that the relaxation times for acoustic modes
have been broadly studied in the literature, the study of relaxation
times for optical modes has been very limited. Klemens �24� and
Ecsedy and Klemens �25� derived simple expressions for the re-
laxation times of these modes. Their derivations embrace impor-
tant assumptions such as long-wave limit �i.e., q	0� and negli-
gible group velocity �i.e., flat dispersion�. The resulting
expressions are proportional to

1/� � � and 1/� � ���O − ��/�D�2�2T �3�

where �O and �D are constants related to the average frequency
of all optical modes and the Debye frequency, respectively.

Several decades later, Han and Klemens �26� proposed a two-
stage model for thermal conductivity at low temperatures, which
considers dispersion between the frequency and wave vector. The
model provides an estimation of the thermal conductivity using
just one fitted value—the Grüneisen parameter ���. The functional
form of the general relaxation time expression used in their model
is

1

�U
� �2


q�

dS�
 d	�

vg
�����
t�	��exp�− ���

kBT
� �4�

where � is the Plank constant, kB is the Boltzmann constant, 	� is
a term related to resonance condition equal to �+��−��, 
t is a
delta function, and S� is the surface over which the selection rules
are satisfied simultaneously �valid only for three-phonon scatter-
ing�. For interactions of the type transverse+transverse↔
longitudinal, after applying the corresponding energy and quasi-
momentum conservation rules, the expression takes the form

1

�U
� �2�i�T��i + �T�rc

2 exp�− ��T

kBT
� �5�

while for interactions of the type transverse
+longitudinal↔ longitudinal, the expression takes the form

1

�U
� �2�i��L − �i��Lrc

2 exp�− ��T

kBT
� �6�

In these equations, the integral over S� is reduced to a circle of
radius rc, and �T and �L are the values of the frequency for the
transversal and longitudinal modes at the edge of the first Bril-
louin zone �BZ�.

2.2 MD Relaxation Times Determination. Under the har-
monic approximation, the total energy of each mode m for a clas-
sical system can be written as �27�

Em,t =
�h,m

2Qm
� �q,��Qm�q,��

2
+

Q̇m
� �q,��Q̇m�q,��

2
�7�

where �h,m is the harmonic frequency, and the first and second
terms on the right hand side of the equation represent the potential
energy and kinetic energy of the mode m, respectively. Qm�q ,�� is
a normal mode of the system given as �8,27�

Qm�q,�� = Nu
−1/2�i

Mi
1/2 exp�− q · r�i,0�em

� �q,�� · u� i�t� �8�

where Nu is the number of atoms, Mi is the mass of atom i, and �
corresponds to the mode polarization �longitudinal or transverse�
described by the polarization vector em

� �q ,��, i.e., its complex
conjugate. ri,0 is the equilibrium position of atom i, and ui�t� is the
relative displacement of atom i at time t from its equilibrium
position �ui�t�=ri�t�−ri,0�.

From the normal mode decomposition, the total energy Em,t of

each normal mode �Eq. �7�� is computed during a MD simulation.
Once the total energy Em,t of each mode is obtained for each time
step in the MD simulation, the autocorrelation of the deviation of

total energy from its mean value �
Em,t=Em,t− Ēm� is computed.
The normalized autocorrelation produces a temporal decaying
function, which is fitted with an exponential function, where the
time constant is �m.

3 Methodology
Details of each type of MD simulation are presented next. In all

of the simulations periodic boundary conditions are established in
all directions, and five independent runs �i.e., using different start-
ing atomic velocities� are conducted for each molecular domain
and temperature studied.

The lattice parameter of the silicon crystal is obtained by means
of MD simulations using a NPT �extended formulation� ensemble
at zero-pressure. We perform MD simulations using 2.5106

time steps, from which 4.0105 steps correspond to equilibration.
The specific heat is computed using the procedure reported in

Ref. �8�, with the difference that the temperature is varied in
�0.5%T increments over a �1%T range around the temperatures
of interest. Each simulation involves 4.5106 time steps, from
which 3.0105 steps correspond to equilibration, with time steps
of 0.510−15 s. The sensitivity of the specific heat and the lattice
parameter to the domain size is studied with three different mo-
lecular domains of increasing size, from �=3 �216 atoms� to �
=5 �1000 atoms�, where � is the number of unit cells in each
atomic direction, corresponding to N=8�3 atoms. For the specific
heat a total of 25 simulations are required per temperature studied
and molecular domain.

The Green–Kubo thermal conductivity �described in Sec. 6�
and the relaxation times are obtained using 17.1106 time steps
with time steps of 0.510−15 s for a total simulation length of
8550 ps. Data are collected after 3.0105 steps of equilibration.
A domain of �=4 �512 atoms� is used to compute the thermal
conductivity at the studied temperatures. The specific heat, the
Green–Kubo thermal conductivity, the anharmonic dispersion re-
lations, and the relaxation times are obtained using NVE en-
sembles. To verify the absence of simulation cell size artifacts, the
Green–Kubo thermal conductivity was determined at 300 K for
different domain sizes �i.e., �=4, 6, and 8� and compared with
reported values in Ref. �28�.

To obtain the relaxation times of the acoustical and optical
modes, molecular domains of increasing size, from �=4 �512
atoms� to �=10 �8000 atoms�, are used. The normal mode decom-
position �NMD� is obtained during the MD simulations for the
�100�, �010�, and �001� directions. Data are collected every eight
steps �after equilibration�. Sensitivity analyses were performed to
avoid variations in the results due to the number of data points
collected.

As shown in Fig. 1, the harmonic frequencies ��h� and polar-
ization vectors �em

� �q ,��� are obtained in advance from the lattice
dynamic �LD� decomposition of the SW interatomic potential. All
autocorrelation functions are computed as a postprocessing step.
The calculations of autocorrelation functions are speeded-up using
an algorithm based on the fast Fourier transform �29�. For each
simulation, all collected data �221=2.097.152 data points for each
mode� are used to compute the autocorrelation functions. For each
direction, there are ��+1��pb autocorrelation functions to be com-
puted per MD simulation, where pb is the number of phonon
branches �acoustic and optical� times the number of polarizations
�one longitudinal and two degenerate transverse� for a silicon
crystal �pb=6�.

The autocorrelation functions for all directions ��100�, �010�,
and �001�� of the five independent runs are averaged. This leads to
15 data sets for the longitudinal polarization and 30 for the trans-
verse polarization. Due to the size of each data file ��1 Gb�, a
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subset of 2048 points is collected to further fit the exponential
decay function. The relaxation times of each mode are extracted
from the fitted functions.

The dispersion relations are calculated directly from our MD
results using the equipartition of the potential and kinetic energy
associated with each normal mode �27�, as

�m
2 =

�Q̇m�q,��Q̇m�− q,���
�Qm�q,��Qm�− q,���

�9�

where the angular brackets represent a time average of the square
of the potential �denominator� and kinetic energy �numerator� of

the mode m. Q̇m�q ,�� is the time derivative of Qm�q ,��.
Other alternatives have been proposed to estimate dispersion

relations; however, they require additional postprocessing steps
after the MD simulation. Maruyama �30� used the autocorrelation
function of the velocities of the atoms, while McGaughey and
Kaviany �8� computed the dispersion relations from the autocor-
relation function of the potential energy of each mode. Our ap-
proach is straightforward once the normal mode decomposition is
obtained. The procedure for obtaining the remaining properties is
presented in Sec. 5.

4 Molecular Dynamics Results

4.1 Lattice Parameter and Specific Heat. The results of lat-
tice parameter and specific heat obtained from the MD simula-
tions are presented in Table 1. It can be observed that the sensi-
tivity of the lattice parameter to the domain size is minimal. The
standard deviation of the lattice parameter ��a� only affects its
fourth decimal position. The average value of the ensemble pres-

sure �P̄� at the end of the simulations was always lower than 5
10−3 bar �worst case�. Due to the low sensitivity of the results
to the domain size, the lattice parameter for other temperatures
�i.e., 400 K, 600 K, and 800 K� is determined using �=4.

Figure 2 shows the change in the lattice parameter with respect
to the temperature obtained from different methods. Our results
��� are in excellent agreement with those from Broughton and Li
�31�, who use MD with the SW potential along with a constrained
NPT method, and fall between the experimental values reported in
Ref. �32� and our analytical results �solid line� for the SW poten-
tial computed with the QHMK method �described in Ref. �33��.

The extended formulation and the constrained methods are differ-
ent algorithms to solve the set of equations that describe a NPT
ensemble �34�.

The small difference between our results and those from
Broughton and Li can be attributed to the short extent of their
simulations. This is especially important at high temperatures
where the anharmonic contribution of the potential is more rel-
evant. As the temperature decreases, our MD results are closer to
the values obtained from the QHMK. QHMK overpredicts the
value of the lattice parameter and does not capture the anharmonic
contribution of the potential energy function. On the other hand,
the SW potential does not reproduce the slope of the lattice pa-
rameter with respect to the temperature obtained experimentally.
We have obtained similar results �within 0.0001%� at zero and at
atmospheric pressure �1 atm�.

As reported in Table 1, the values of the specific heat are
slightly higher than those expected for a classical system and in-
crease as the temperature of the molecular system is increased.
This behavior is due to an increase in the anharmonicity of the
potential energy function with temperature. To corroborate these
results, the specific heat is also computed using the fluctuation of
the kinetic energy �K� for a microcanonical ensemble as
Cv /NkB= �3 /2−N��K2�− �K�2��K�−2�−1, where N is the number of
atoms in the simulation and the angle brackets represent average
values �35,36�. Values for the nondimensional specific heat per
degree of freedom of 1.034 and 1.054, with standard deviations of
1.31810−2 and 8.12710−3 were obtained at 300 K and 1000
K, respectively.

4.2 Relaxation Times Results. In this section, we first ana-
lyze the behavior of the relaxation times for each branch and
polarization with respect to the frequency at 300 K and 1000 K.
We present our results in terms of the inverse relaxation time
�IRT�, defined as 1 /�, also known as the relaxation rate or scat-
tering frequency. Then, for 1000 K, we identify their dependence
on the frequency by means of two fitted functions, a low-order
�1 /����=a��2+b��� polynomial, and a power function �1 /����
=a��b�. These functions are chosen according to Matthiessen’s
rule and following the functional form of the relaxation expres-
sions suggested by Herring and Klemens �Eqs. �2�–�6�� and Sun
and Murthy �16�. We compare these results with those obtained at
300 K using the same fitting functions. In general, we found that
the relaxation times exhibit a complex dependence on frequency,
as has also been reported in previous works using different inter-
atomic potentials �8,15�. For MD, it has been suggested that the
interaction between modes, which produce the different shapes of
the relaxation time curves, is controlled by internal resonance
�37�.

Figure 3 shows the IRT corresponding to the LA and longitu-
dinal optical �LO� modes as a function of frequency at 300 K and

Table 1 Lattice parameter computed with MD at various
temperatures

T
�K� �

No.
of atoms

a
�Å�

�a
�Å�

P̄
�bar�

�
�kg /m3� cv /kB

0 5.4300 2330.64 1.00

3 216 5.4376 1.0110−4 �510−5 2320.93
300 4 512 5.4373 1.1910−4 �410−5 2321.23 1.0103

5 1000 5.4377 8.8410−5 �310−5 2320.72

400 4 512 5.4393 7.1710−5 �610−5 2318.69 1.0136

600 4 512 5.4428 1.7510−4 �110−4 2314.26 1.0250

800 4 512 5.4464 9.2410−5 �210−4 2309.61 1.0364

3 215 5.4495 3.8510−4 �510−3 2305.75
1000 4 512 5.4496 3.5210−4 �410−4 2305.57 1.0498

5 1000 5.4496 2.1710−4 �410−4 2305.52

T: temperature.
a: lattice parameter.
�a: standard deviation of a.

P̄: average pressure at the end of the simulation.
�: density.
cv /kB: nondimensional specific heat per degree of freedom.

Fig. 2 Temperature dependence of the lattice parameter for
the SW potential

012401-4 / Vol. 132, JANUARY 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1000 K. The symbols represent domains of different sizes. At 300
K the values of the IRT are lower than those corresponding to
1000 K, albeit the different scale used. At both temperatures, it is
observed that there is a common trend in all IRT curves. In gen-
eral, the IRT for the LA mode increases with frequency reaching a
maximum around 7.21013 rad /s, and then decreasing until the
boundary of the first BZ �for q=2� /a�. The IRT for the LO mode,
first decreases from its value at the BZ until a minimum close to
9.161013 rad /s �for �=10� and 8.541013 rad /s �for �=8� at
300 K and 1000 K, respectively, and then increases with a larger
slope than the LA mode. At the boundary of the BZ, the IRT
values are equal. This similitude is due to identical polarization
vectors, i.e., the polarization vectors produce undistinguishable
modes. At 300 K, the lower anharmonicity of the potential energy
function results in IRT values that are more disperse than those at
1000 K, for the same number of allowed interacting phonons.

Figure 4 shows the IRT corresponding to the TA and transverse
optical �TO� modes as a function of frequency at 300 and 1000 K.
Here, the IRT values at 300 K are lower than those corresponding
to 1000 K.

A common trend is observed for the TA modes at both tempera-
tures. There is a change of slope in the IRT values close the BZ
boundary, this change is small at 1000 K, but it is more notorious
at 300 K. In fact, at 300 K, the IRT values for the TA mode
decrease after the peak around 3.541013 rad /s �for �=10�, until
a constant value at the BZ. At the BZ, the values of the IRT
between the two vibration branches differ. In Figs. 3 and 4, for the
same value of the wave vector, the frequency of the modes is
shifted as the temperature is increased. This is more evident at the
edge of the BZ for the LA modes.

Due to the narrow frequency range of the LO and TO modes,
their behavior is not clearly observable in Figs. 3 and 4. Figure 5

shows the relaxation rates of these modes with respect to the
reduced �nondimensional� wave vector �q�=q / �2� /a��, for 300 K
��=10� and 1000 K ��=8�. In this figure, q�=0 corresponds to a
frequency value of 1.1071014 rad /s �at 300 K� and 1.075
1014 rad /s �at 1000 K� for both branches. For 300 K and q�

=1, the frequency is 8.091013 rad /s and 9.7421013 rad /s for
the LO and TO modes, respectively. While at 1000 K and q�=1
the frequency is 7.861013 rad /s and 9.541013 rad /s for the
LO and TO modes, respectively. The change in the frequency with
temperature is explained in Sec. 5. Again, the values of the IRT
for both modes are lower for 300 K. The LO and TO curves
decrease from their value at the BZ �q�=1� and then increase as
the wave vector decreases. When wave vector approaches zero
�q�→0�, the values of the IRT trend to be constant and almost

Fig. 3 Relaxation rates as a function of the frequency for LA
and LO modes at 300 K „a… and 1000 K „b…. The vertical line
indicates the first Brillouin zone.

Fig. 4 Relaxation rates as a function of the frequency for TA
and TO modes at 300 K „a… and 1000 K „b…

Fig. 5 Relaxation rates for LO and TO modes at 300 K and
1000 K with respect to the reduced wave vector
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equal for both modes. At 300 K the IRT is approximately 1.349
1011 s−1, while for 1000 K is 9.1201011 s−1. This similitude
might be due to the flat nature of the dispersion relation as q�

→0. Lastly, the TO mode exhibits a larger sensitivity with respect
to the number of phonons present in the molecular domains used
in the simulations.

It is interesting to note that the IRT curves �Figs. 3–5� do not
exhibit the discontinuities of orders of magnitude found in the
relaxation times models proposed by Holland �38�, Han and Kle-
mens �26�, and Gomes �28�. Only changes of the slope for the LA,
LO, and TA modes near the edge of the BZ are observed. These
can be produced by the ability of certain modes to interact with
others at specific ranges of frequency and wave vector, whereas in
the cited models the discontinuities are produced by the functional
form of the dispersion relation assumed and by how the fitting
parameters are determined. For argon, McGaughey and Kaviany
�8� reported relaxation time curves that do not exhibit
discontinuities.

To identify the functional dependence of the different polariza-
tion modes, we fit the results with a lower-order polynomial and a
power function. The values of the IRT at the boundary of BZ for
the LA and LO modes are not included. A small correction is
applied latter. We start identifying the functional dependence at
1000 K.

Figure 6 shows the values of the IRT and the fitted functions
with respect to the frequency for the TA, LA, and LO modes at
1000 K. The TO mode is not included to facilitate visualization.
The polynomial functions produce negative values of the IRT for
low frequencies of the TA and LA modes. The source of the nega-
tive values is the sign of coefficient b in the polynomial function.
A negative sign for this coefficient would produce negative values
for IRT when ��b /a. Conversely, the power functions produce
only positive values of the relaxation times, which yield to infinite

as the frequency trends to zero. In the limit of zero frequency the
IRT is zero.

Table 2 presents the values of the coefficients obtained after the
curve fitting. The quality of the fitting is measured in terms of the
sum of square errors �SSE� in log-log space and the coefficient of
determination �R2�. Only functions that produce positive relax-
ation times are shown.

It can be observed that the power function fits the MD results
well. The value of the exponents for the TA and LA modes
�2.0513 and 2.2245, respectively� are in agreement with those of
the phonon relaxation expressions obtained by Klemens at high
temperatures �Eq. �2�� and with Eqs. �5� and �6�. Likewise, the
exponents also agree with those used by Henry and Chen �39� to
fit their relaxation times with temperature. In contrast, the expo-
nents for the LO and TO �equal to 6.2074 and 3.6216, respec-
tively� are higher than those predicted by Eq. �2�. Nevertheless,
the exponent of the TO mode is similar to the predictions of Hans
and Klemens �26� and Ecsedy and Klemens �25� �Eq. �3��. The
expressions obtained in Refs. �26,25� were derived assuming that
the dispersion curves of the optical modes intercept those of the
longitudinal modes and four-phonon interactions, respectively.
The later was considered to be important at high temperatures
�T��D� �1,27�.

The polynomial function only produce positive values for the
LO and TO modes. Figure 7 shows the MD results and the fitted
curves for IRT as a function of the wave vector for the LO and TO
modes. The ability to fit these modes with the polynomial suggests
that the power function might be too simple to capture their be-
havior completely. However, if higher order polynomials or more
complex functions are used to better fit the behavior of the relax-
ation times �as in Ref. �16��, their physical meaning should be
analyzed in detail. The IRT for the LO and TO modes is fitted

Fig. 6 Fitted relaxation rates at 1000 K. Log-log scale.

Table 2 Fitting results for 1/�„�… at 1000 K

Branch Function SSE R2
a

�s−1 / radb� b

TA a��b 0.5242 0.9758 exp�−37.71546� 2.0513
LA a��b 0.3418 0.9850 exp�−44.21843� 2.2245
LO a��b 0.0244 0.9870 exp�−173.0092� 6.2074
TO a��b 0.0231 0.9076 exp�−89.4238� 3.6216
LO a��2+b�� 0.1433 0.9672 2.877710−16 �s−1 / rad2� −2.259810−2 �s−1 / rad�
TO a��2+b�� 0.0218 0.9188 1.867010−16 �s−1 / rad2� −1.125810−2 �s−1 / rad�

SSE: sum of square errors.
R2: coefficient of determination.
a and b: fitted functions coefficients.

Fig. 7 Relaxation rates as a function of the wave vector for the
LO and TO modes at 1000 K
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using only the results obtained for �=8. As shown in Table 2, the
coefficient of determination �R2� indicates that it is more difficult
to obtain a good fit for TO mode.

Table 3 presents the numerical results obtained at 300 K. Only
results for �=10 are considered for the LO and TO modes. Since
the polynomial functions of the LA, LO, and TO modes predict
negative values of the IRT, they are not reported in the table. The
exponents for all modes are remarkably similar to those obtained
at 1000 K. For the TA and LA modes these are equal to 1.8920
and 2.0153, respectively, while for the TO and LO are 6.3574 and
3.6727.

From Tables 2 and 3, the coefficient of determination �R2� for
the different modes indicates that fitting the results at 300 K is
more challenging than at 1000 K. This is also true for optical
modes, where well-behaved IRT curves are difficult to obtain for
small molecular domains �as shown in Figs. 3 and 4�. For optical
modes the difficulty might be related to their range of interacting
frequencies and to the number of phonons available in a given
molecular domain. Optical modes have narrower frequency ranges
�e.g., from 81013 rad /s to 111013 rad /s and 10
1013 rad /s to 111013 rad /s for the LO and TO modes, re-
spectively, in the �100� direction� that constrain their interaction
with other phonons. Although at high temperatures �T��D� the
anharmonicity of the potential energy function might enhance
their interactions with other phonons, it is expected that larger
molecular domains would result in better IRT curves for these
modes.

Two additional sets of MD simulations were carried out at 300
K to verify the sensitivity of the exponents �b�, reported in Table
3, for different initial conditions �velocities�. Each set consists of
five independent simulations per domain size �i.e., �=4, 6, 8, and
10� for a total of 40 additional runs. These were performed fol-
lowing the description given in Sec. 3. Only results for �=10
were considered for the optical modes.

We found that the new exponents are in excellent agreement
with those reported in Table 3. For each simulation set, values of
1.9147, 2.0245, 6.3101, and 3.8229 and 1.8976, 2.0319, 6.2605,
and 3.8041 were obtained for the TA, LA, LO, and TO modes,
respectively. The maximum difference between these values with
those reported in Table 3 is less than 4.08% corresponding to the
TO modes, while the rest exhibits a difference lower that 1.5%.
Furthermore, as described in Sec. 6, no simulation cell size arti-
facts were observed in our simulations.

5 Phonon and Thermal Properties
Using the normal mode decomposition and/or the relaxation

times obtained from the MD simulations, in this section, we com-
pute different phonon and thermal properties such as dispersion
relations, group and phase velocities, thermal conductivity, and
phonon mean free path. The last three of these properties are
determined using the fitted power functions obtained in Sec. 4. As
we shall see, the thermal expansion and the anharmonic nature of
the SW potential modify the magnitude and behavior of the ther-
mal properties of the crystal.

5.1 Dispersion Relations. Figure 8 shows the dispersion re-
lations of silicon at 300 K and 1000 K for the �100� direction.
They are compared with the analytical dispersion relations ob-
tained using the equilibrium lattice parameter �5.43 Å� at 0 K. It is
found that as the temperature is increased, the frequency of the
modes changes. The change is produced by two competing effects
associated with the anharmonic nature of the potential energy
function �27�. For a given value of the lattice parameter, the in-
crease in the temperature yields a linear increase in the normal
mode’s frequency �related to the fourth-order term in the Taylor
expansion of the potential energy�. This situation occurs at 300 K,
where the change in the lattice parameter from its equilibrium
value is small. At this temperature, the frequency of the LA and
LO modes are higher than at 0 K for values close to q�=1. At the
same time, the increase in the temperature results in thermal ex-
pansion, which causes the normal mode frequencies to decrease.
At 300 K and 1000 K, this is evident for the TA and TO modes for
the entire frequency spectrum and for values close to q�=0 for the
LO mode. At 1000 K, the reduction in the frequency due to the
thermal expansion surpasses the linear increase in the frequency,
and all modes experience a decrease in their frequency. The de-
viation from the harmonic values of the TA and TO modes is
found to be significant at both temperatures and in a lower degree
for the LA and LO modes. Conversely, these changes are found to
be underestimated by the quasiharmonic approximation. In fact,
the values of the dispersion relations obtained using the lattice
parameter at 0 K and those determined at 300 K and 1000 K are
only lower by 0.9%. On the other hand, for solid argon the devia-
tion was found to be important for the LA modes for all tempera-
tures and only at relative high temperatures �80 K� for TA modes

Table 3 Fitting results for 1/�„�… at 300 K

Branch Function SSE R2
a

�s−1 / radb� b

TA a��b 2.5107 0.9273 exp�−34.8400� 1.8920
LA a��b 6.0148 0.8746 exp�−39.5487� 2.0153
LO a��b 0.4477 0.8564 exp�−179.8710� 6.3574
TO a��b 0.5991 0.3533 exp�−92.8887� 3.6727
TA a��2+b�� 2.5538 0.8059 2.689310−17 �s−1 / rad2� 2.039310−5 �s−1 / rad�

SSE: sum of square errors.
R2: coefficient of determination.
a and b: fitted functions coefficients.

Fig. 8 Dispersion relations obtained at 300 K and 1000 K. The
thick solid line represents the analytical dispersion relation ob-
tained at 0 K using the equilibrium lattice parameter. The MD
results „thin solid and dashed lines… are fitted using a fourth-
order polynomial. The symbols represent domains of different
sizes.
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�8�. The change in the dispersion relation, besides modifying the
behavior and magnitude of other thermal properties, can affect the
frequency and wave vector ranges over which the scattering
events occur, altering the value of the relaxation times. Although
the thermal expansion is one of the important competing effects, it
has never been included before in the theoretical derivation of the
relaxation time expressions �40�.

5.2 Group and Phase Velocities. The group and phase ve-
locities are defined as vg=�� /�q and vp=� /q, respectively. These
are obtained numerically by fitting the MD dispersion relations
with fourth-order polynomials. The thin solid and dashed lines in
Fig. 8 are the fitted curves. Figure 9 shows the group and phase
velocities for the �100� direction as a function of frequency at 300
K and 1000 K. It can be observed that the change in the frequen-
cies in the dispersion relations affects the behavior and magnitude
of both velocities. At 300 K the group velocity for all modes is
larger than at 1000 K, while the phase velocity is larger only for
the LA and TA modes. The group velocity is zero for the TA and
TO modes at the edge of the BZ and at q�=0 for the LO and TO
modes.

The increase in the phase velocity of the LO and TO modes is
produced because the value of the wave vector tends to zero,
while the frequency remains high. The TO mode has the lower
group velocity. The maximum and minimum values of group ve-
locity for each branch are reported in Table 4.

5.3 Phonon Mean Free Path. The phonon mean free path is
computed as the product of the group velocities and the relaxation
times of each mode as �m���=vg�����m���. In our case, the re-
laxation times are obtained from the power functions, while the
group velocities are computed as described before.

The phonon mean free path for all modes and temperatures as a
function of frequency is shown in Fig. 10. At both temperatures
the power functions capture well the behavior of the data. As

mentioned before, more dispersion in the results is observed at
300 K, which is a consequence of the relaxation times obtained at
300 K �as shown in Figs. 3�a� and 4�a��.

Reported values of the phonon mean free path are still subject
of discussion. At 1000 K the silicon phonon mean free path is
estimated from the kinetic theory to be 30 nm, while at room
temperature Ju and Goodson �41� suggested a value of 300 nm.
Escobar et al. �9� using a Debye-based model have estimated the
phonon mean free path to be 41 nm at 300 K. It is observed that
as the frequency is increased, the phonon mean free path for the
LA and TA modes decrease from several hundred nanometers �or
more� at the low-frequency range to tens of nanometers at the BZ
for the LA mode. For the transverse modes, even smaller values at
BZ are found. Due to the low group velocity and relaxation times,
the TO mode exhibits on average the lowest value of the mean
free path.

For the LO mode at 300 K and 1000 K, the relaxation time
values have been corrected to capture the change of slope in its
IRT close to the BZ, while at 1000 K the LA mode is the only one
adjusted. There are no discontinuities in the reported mean free
path values, with the values for the LA and LO modes at the BZ
being almost equal. At the BZ, the obtained mean free path at 300
K and �=10 are 56.23 nm and 57.54 nm for the LA and LO
modes, respectively. At 1000 K the BZ values obtained for �=8
are 16.60 nm and 16.40 nm for the LA and LO modes, respec-
tively. Recall that our estimation of the phonon mean free path
only includes phonon-phonon scattering events. At T��D other
scattering processes, such as impurity and defect scattering, can
further reduce the values of the mean free path reported here.

5.4 Thermal Conductivity. Using the relaxation time ap-
proximation, the steady state BTE �Eq. �1�� for phonons can be

Fig. 9 Group „solid lines… and phase „dashed lines… velocities
at 300 K „bold lines… and 1000 K „thin lines… in the †100‡
direction

Table 4 Maximum and minimum values of the group velocity
at different temperatures

0 K 300 K 1000 K

vg,max
�m/s�

vg,min
�m/s�

vg,max
�m/s�

vg,min
�m/s�

vg,max
�m/s�

vg,min
�m/s�

TA 5913 0 4887 0 4663 0
LA 7607 5378 8002 5156 7789 5021
LO 5378 0 5164 0 5047 0
TO 1492 0 1800 0 1625 0

vg,max and vg,min: maximum and minimum group velocities for each branch.

Fig. 10 Phonon mean free path at 300 K „a… and 1000 K „b… as
a function of the frequency. The arrows and the dashed lines
represent the edge of the Brillouin zone.
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solved for nm. From the resulting expression, assuming isotropic
phonon dispersion and integrating over all phonon modes, the
thermal conductivity k for silicon can be expressed using the Fou-
rier law of heat conduction as �6�

k =
4�

3

1

�2��3�2

0

�TA,max �cv
vg

vp
2�r�

TA

�2d�

+

0

�LA,max �cv
vg

vp
2�r�

LA

�2d� + 2

�TO,min

�TO,max �cv
vg

vp
2�r�

TO

�2d�

+

�LO,min

�LO,max �cv
vg

vp
2�r�

LO

�2d� �10�

In the equation, each term represents the contribution to the
thermal conductivity from the TA, LA, LO, and TO modes, re-
spectively. �TA,max, �LA,max, �TO,max, �LO,max, �TO,min, and
�LO,min are the limits of integration defined at q�=0 and q�=1,
given from the condition that the mean free path should be longer
than one half of its wavelength �8�, and cv is the specific heat per
mode at constant volume �see Table 1�. Once the specific heat,
relaxation times, and group and phase velocities are specified, the
thermal conductivity can be predicted using Eq. �10�. Table 5
shows the predicted thermal conductivity.

For more than 40 years, there has been a controversy between
the relative contributions to the total thermal conductivity of the
transverse and longitudinal modes of semiconductor materials
such as silicon and germanium. Pioneer works from Holland �38�
and Hamilton and Parrott �42�, who used a variational method,
suggest that the TA modes are the dominant heat carriers at high
temperatures. Mazumder, using a Monte Carlo method that incor-
porates the relaxation times from Holland, has found that the TA
modes are the dominant ones at temperatures above 100 K. How-
ever, such results have been contradicted when more refined mod-
els for thermal conductivity are employed �5,7�. Sood and Roy �5�
used a model based on Tiwari’s equation �similar to Eq. �10��
concluded that LA phonons dominate heat transport in germanium
at high temperatures, their contribution being more than 75% for
T��D. Their results have been also corroborated by Ju and Good-
son �41� for silicon near room temperature. Chung et al. �7� found
that Holland’s model fails to predict the thermal conductivity of
germanium at high temperatures, when the dispersion relations,
group and phase velocities, vg /vp

2 ratio, and the impurity scatter-
ing are rigorously modeled. Using MD and the EDIP potential,
Henry and Chen �39� also determined that the contribution to the
thermal conductivity of LA modes is greater than that for the TA
modes being 45% and 30%, respectively. Here we found that at
both temperatures, the contribution from the TA and LA modes
represents roughly 90% of the total contribution, being about 30%
from the TA mode and lower than 60% from the LA mode, while
the relative contribution of LO mode is approximately 10%. These
results are in excellent agreement with recent ab initio predictions

by Broido et al. �43� who reported that acoustic modes provide
95% of the contribution to the thermal conductivity. Although, we
do not apply quantum corrections to the thermal conductivity,
their application per mode basis would further reduce the contri-
bution of high-frequency modes �i.e., optical modes�. We also
found that as the temperature is increased from 300 K to 1000 K,
the contribution from the TA mode lowers approximately 3%
�from 33.87% to 29.99%�, while the one from the LA increases by
almost the same amount �from 55.87% to 58.88%�. All other
modes remain unaffected. The reduction in the contribution from
the TA mode can be attributed to the reduction of its group veloc-
ity, as described previously.

Although we mentioned that the TO mode at 300 K and 1000 K
is more difficult to fit, their impact over the total thermal conduc-
tivity is less than 1% �as shown in Table 5�. However, while the
contribution from TO modes can be neglected in steady state situ-
ations, in transient regimes their capacitive character will be more
relevant. This mode can store heat with almost no dissipation.
Hence, any heat transferred to this mode will remain confined for
long periods of times, leading to the creation of hot spots.

6 Validation
In order to validate our model for silicon, we compare the ther-

mal conductivity results �obtained from the MD relaxation times�
with those predicted using the Green–Kubo method at the studied
temperatures. The Green–Kubo method has been extensively used
in equilibrium molecular dynamics to determine the thermal con-
ductivity of dielectric materials �8,44,45�. The thermal conductiv-
ity �kGK� is computed from the decay of the fluctuations of the
heat current vector �J� given by

kGK =
1

kBVT2

0

� �J�t� · J�0��
3

dt �11�

where V is the volume of the molecular ensemble, and �J�t� ·J�0��
is the heat current autocorrelation function. The expression of the
heat current depends on the type of interatomic potential function
used. For the SW potential the heat current is given in Ref. �44�.

Table 5 reports the thermal conductivities predicted with this
method at the studied temperatures. At both temperatures the val-
ues of the thermal conductivity computed with the relaxation time
model agree well with the ones from the Green–Kubo method
�reported in Ref. �28� for silicon and the SW potential�. These
values were also compared with those for larger domain sizes �i.e.,
�=6 and �=8�, and no simulation cell size artifacts were ob-
served. Specifically, for all domains considered, the thermal con-
ductivity was about 350 W/m K �i.e., 351 W/m K, 342 W/m K,
and 355 W/m K with standard deviations of 4.90%, 7.41%, and
7.16% for �=4, 6, and 8, respectively�. These estimations fall
within 1 standard deviation of the thermal conductivity obtained
in Ref. �28� for �=10. This behavior is in agreement with the
results presented by Sun and Murthy �46�, who showed that the

Table 5 Thermal conductivity predicted using Eqs. „10… and „11…

T
�K�

k
�W /m K�

kTA
�W /m K�

kLA
�W /m K�

kLO
�W /m K�

kTO
�W /m K�

kGK
�W /m K�

��kGK�
�W /m K�

k�
�W /m K�

300 379.66 128.615
�33.87%�

212.151
�55.87%�

35.80
�9.429%�

3.092
�0.815%�

350.67 17.38
�4.90%�

362.549

1000 62.928 18.876
�29.99%�

37.055
�58.88%�

6.535
�10.38%�

0.459
�0.73%�

52.36 11.16
�21.31%�

60.092

k: BTE-based thermal conductivity �Eq. �10��.
kTA, kLA, kLO, and kTO: thermal conductivity contribution of the transverse and longitudinal acoustic and optical modes,
respectively.
��kGK�: standard deviation of the Green–Kubo thermal conductivity.
k�: corrected BTE-based thermal conductivity.
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value of the bulk thermal conductivity for silicon using the EDIP
potential at 300 K converges for molecular domains larger than
��3 �i.e., �216 atoms�.

It is important to note that the isotropic model assumed in Eq.
�10� overestimates the volume of the BZ by a factor of Viso /VBZ
=� /3	1.0472 �8�. The real volume of the first BZ is 32�3 /a3,
while the volume from the spherical volume associated to the
isotropic model is 32�4 / �3a3�. Hence, the thermal conductivity
can be further corrected �k→k�� to account for the real volume of
the first BZ. After correcting the values �last column of Table 5�,
the difference between k� and kGK is 3.39% and 14.76% at 300 K
and 1000 K, respectively. Both values are within 1 standard de-
viation of the predicted values of the Green–Kubo method.

7 Limitations
MD is a classical method. For weak anharmonicities, normal

modes have an energy according to the equipartition theorem of
kBT. In a quantum system, on the other hand, the phonon occupa-
tion number is a function of the temperature and frequency, and
the energy is quantized in units of ��. These differences affect the
values of the properties estimated using MD, especially the spe-
cific heat, temperature, and thermal conductivity. At temperatures
below the Debye’s temperature �estimated to be 645 K for silicon
�44��, quantum effects are particularly important due to the freez-
ing of high-frequency modes, while at high temperatures �T
��D� the predictions of both systems are expected to converge.

Although our model reproduces very well the Green–Kubo pre-
dicted thermal conductivity, its further application in other nu-
merical tools would require quantum corrections to rescale these
properties.

8 Summary and Conclusions
Using molecular dynamics simulations, different phonon and

thermal properties of silicon needed to solve the BTE �including
group and phase velocities, phonon mean free path, and BTE-
based thermal conductivity� were determined from the estimation
of the relaxation times for the acoustical and optical modes and
the dispersion relations of bulk silicon at 300 K and 1000 K. The
relaxation times are determined from the normal decomposition of
the motion of the atoms during a given period of time. No fitting
parameters were needed to estimate the relaxation times from
MD. Their behavior was identified with two functions �i.e., a
polynomial and a power function of the frequency� that follow the
expression derived from time-dependent perturbation theory. The
properties were validated comparing the BTE-based thermal con-
ductivity against the predictions obtained from the Green–Kubo
method.

We found that the polynomial function fails to capture the be-
havior of the relaxation times at low frequencies for the TA and
LA modes at 1000 K and for the LA at 300 K. At low frequencies,
unrealistic values �negative� of the relaxation rates are obtained
when the polynomial is applied to these modes. The power func-
tion, on the other hand, captures well the behavior of the relax-
ation times for both temperatures. However, the TO mode was
difficult to fit with the power function at 300 K. At both tempera-
tures the value of the exponents of the power functions for the
different modes are remarkably similar. For the TA and LA modes,
these are approximately equal to 2.0, in agreement with theoreti-
cal predictions obtained from time-dependent perturbation theory
for U-processes at high temperatures, while for the TO and LO
modes, the higher value in their exponents suggests that high-
order phonon interactions might be responsible for such behavior,
or that more complex functions are required to capture their com-
portment.

The relaxation times are inversely proportional to the tempera-
ture of the molecular system, being lower at 1000 K. A lower
value of the relaxation times implies lower thermal conductivity.
This agrees with the experimental results for semiconductor de-

vices for the studied temperatures and with the results obtained for
the thermal conductivity from our model and the Green–Kubo
method.

For both temperatures, the relaxation rates do not exhibit no-
ticeable discontinuities with respect to the frequency, as was
found using the relaxation time modes of Holland or Han and
Klemens. Only changes of the slope for the LA, LO, and TA
modes are observed near the edge of the BZ. The relaxation times
at the BZ for the LA and LO modes are almost equal. We believe
this is produced since the polarization vectors at the edge of BZ
for both modes are equal, making them indistinguishable.

It is observed that the anharmonic nature of the potential energy
and the thermal expansion are responsible for the change of the
dispersion relations with temperature. At 300 K where the thermal
expansion is small, the frequency of the LA and LO modes in-
creases near the BZ, while at 1000 K all modes experience a
decrease in their vibration frequency. The deviation from the har-
monic values of the TA and TO modes is found to be significant at
both temperatures and in a lower degree for the LA and LO
modes. Our estimation of the thermal expansion of the silicon
crystal falls between reported experimental results and the analyti-
cal results based in the quasiharmonic approximation, where the
latter does not include the anharmonic nature of the Stillinger–
Weber potential at high temperatures.

The change in the dispersion relations affects the behavior and
magnitude of group and phase velocities of the normal modes
with respect to frequency. As the temperature is increased from
300 K to 1000 K, the group velocity decreases and shifts to the
left in the frequency spectrum. A similar behavior is observed in
the phase velocity for the LA and TA modes.

At both temperatures a power function of the frequency cap-
tures well the behavior of the phonon mean free path with respect
to the frequency. On average, the TO mode exhibits the lowest
mean free path, followed �in order� by the LO, TA, and LA. As the
frequency is increased, the mean free path for the LA and TA
modes decreases from hundreds �or more� to tens �or less� of
nanometers. It is found that at the edge of the BZ the mean free
path for the LA and LO coincide and are equal to 	56 nm at
300 K �for �=10� and 	16 nm at 1000 K �for �=8�.

From the thermal conductivity results obtained using our
model, we found that at both temperatures, the contribution from
the TA and LA modes to the overall thermal conductivity repre-
sents roughly 90%, being about 30% from the TA mode and lower
than 60% from the LA mode, while the relative contribution of
LO mode is 10%. The contribution from the TO mode for both
temperatures is negligible �less 1%�. These results are in excellent
agreement with recent ab initio predictions for silicon by Broido
et al. �43�, who determined that acoustic modes provide 95% of
the contribution to the thermal conductivity.

A good agreement is obtained between our results for thermal
conductivity with the predictions obtained from the Green–Kubo
method at the studied temperatures. A difference of 4.6% and
14.76% in these results is obtained at 300 K and 1000 K, respec-
tively, validating in this way our model.
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Nomenclature
a � lattice parameter �Å�

a and b � fitted coefficients
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cv /kB � nondimensional specific heat per degree of
freedom

e� � polarization vector �complex conjugate�
Em,t � total energy of each normal mode �J�

� � Planck constant �J s / rad�
k � BTE-based thermal conductivity �W/m K�

k� � corrected BTE-based thermal conductivity
�W/m K�

kB � Boltzmann constant �kg /s2 K�
kGK � Green–Kubo thermal conductivity �W/m K�
Mi � mass of atom i �kg�
nm � phonon mode occupation number
Nu � number of atoms

P̄ � average pressure at the end of the simulation
�bar�

q and q � wave vector �1/m�
Q � normal mode

ri and ri,0 � instant and equilibrium position of atom i �m�
t � time �s�
T � temperature �K�

ui�t� � relative displacement of atom i at time t from
its equilibrium position �m�

vg and vp � group and phase velocities �m/s�
V � volume of molecular ensemble �m3�

Greek Symbols
� � number of unit cells

�D � Debye temperature �K�
� � mode polarization �longitudinal or transverse�
� � mean free path �m�
� � density �kg /m3�
� � standard deviation

�m � relaxation time �s�
� � frequency �rad/s�

�h � harmonic frequency �rad/s�

Subscripts
m � phonon mode

max � maximum
min � minimum
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Molecular-Scale Mechanism of
Thermal Resistance at the
Solid-Liquid Interfaces: Influence
of Interaction Parameters
Between Solid and Liquid
Molecules
The solid-liquid interfacial thermal resistance is getting more and more important as
various solid-liquid systems are utilized in nanoscale, such as micro electro-mechanical
systems/nano electro-mechanical systems (MEMS/NEMS) with liquids and nanoparticle
suspension in liquids. The present paper deals with the transport of thermal energy
through the solid-liquid interfaces, and the goal is to find a molecular-scale mechanism
that determines the macroscopic characteristics of the transport phenomena. Nonequi-
librium molecular dynamics simulations have been performed for systems of a liquid film
confined between atomistic solid walls. The two solid walls have different temperatures to
generate a steady thermal energy flux in the system, which is the element of macroscopic
heat conduction flux. Three kinds of liquid molecules and three kinds of solid walls are
examined, and the thermal energy flux is measured at the control surfaces in the liquid
film and at the solid-liquid interfaces. The concept of boundary thermal resistance is
extended, and it is defined for each degree of freedom of translational motion of the
molecules. It is found that the interaction strength between solid and liquid molecules
uniformly affects all boundary thermal resistances defined for each degree of freedom;
the weaker interaction increases all the resistances at the same rate and vice versa. The
boundary thermal resistances also increase when the solid and liquid molecules are
incommensurate, but the incommensurability has a greater influence on the boundary
thermal resistances corresponding to the molecular motion parallel to the interface than
that for the normal component. From these findings it is confirmed that the thermal
resistance for the components parallel to the interface is associated with the molecular-
scale corrugation of the surface of the solid wall, and that the thermal resistance for the
component normal to the interface is governed by the number density of the solid mol-
ecules that are in contact with the liquid. �DOI: 10.1115/1.3211856�

Keywords: thermal energy transfer, thermal resistance, solid-liquid interface, crystal
plane, surface corrugation

1 Introduction
Boundary resistance against thermal energy transfer across the

solid-liquid interfaces is one of the key issues in modern nano-
scale thermal and fluid engineering, as a determining factor in
nanoscale thermal devices, as well as in micropores filled with
liquid and a liquid with nanoparticle suspension called “nano-
fluids.”

When the characteristic length reduces to nano-order where the
macroscopic continuous theory cannot be applied, analyses on the
molecular-scale become essential and meaningful. They offer
molecular-scale mechanisms of the observing phenomena, leading
us to real understandings of them. Moreover, this knowledge is
expected to help us a lot in “designing” and controlling the phe-
nomena as required.

There are few studies done for thermal resistance at the solid-

liquid interfaces using the microscopic approach and their findings
are not sufficient to picture the whole phenomenon clearly. The
pioneering work was done by Maruyama and Kimura �1�, who
reported a temperature jump resulting from the thermal resistance
at the solid-liquid interfaces. They showed that the thermal resis-
tance is higher when the solid is less wet to the liquid by control-
ling the strength of the bond between solid and liquid molecules
in their molecular dynamics �MD� simulation. The same tendency
has been confirmed by several other researchers by means of both
MD simulations �2,3� and experiments �4�. In addition to the con-
firmation of the correlation between boundary resistance and the
wettability, Xue et al. �2� found that the solid-liquid boundary
resistance as a function of the wettability exhibits two different
profiles depending on whether the surface is wettable or not. Bar-
rat and Chiaruttini discuss in their paper �3�, as well as in Bocquet
and Barrat’s review �5�, the analogy of the thermal resistance
length or so-called Kapitza length �thermally equivalent length in
liquid� with the hydrodynamic slip length. More recently, Kim et
al. �6� characterized the thermal resistance length as a function of
not only the surface wettability, but also of the thermal oscillation
frequency, the wall temperature, the thermal gradient, and the
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channel height. Moreover, an empirical model for the thermal re-
sistance length was developed by which some temperature distri-
butions in their nanochannels were predicted successfully.

On the other hand, we have been working on thermal boundary
resistances from the viewpoint of molecular motions. Ohara �7�
derived the energy that is transferred between a pair of molecules
at every moment as a function of the velocities of the two mol-
ecules and the intermolecular force acted on them. He showed that
the accumulation of this intermolecular-transferred energy for all
the pairs of molecules involved plus the accumulation of the en-
ergy transported by motions of the molecules equal quantitatively
to the macroscopic heat flux. We have been employing this con-
cept of intermolecular energy transfer to the issue of the thermal
resistance at the solid-liquid interfaces and obtained various find-
ings. In our earlier study, for example, Ohara and Suzuki �8�
found that the intermolecular-transferred energy between a solid
molecule and a liquid molecule apart for a certain distance re-
verses, or has a negative contribution, to the macroscopic heat
flux.

We conducted another series of MD simulations �9� to find
molecular-scale mechanisms that govern the characteristics of the
thermal energy transfer at the solid-liquid interfaces. The simula-
tion system consists of a liquid film of a few nanometer thickness
confined between two sliding solid walls. Four types of solid
walls were employed, which have different crystal planes on the
surface, hence, different surface corrugations in molecular-scale.
We defined the thermal boundary resistance for each Cartesian
component by two elements: �1� the accumulation of the
intermolecular-transferred energy, which we call thermal energy
flux in this paper, by molecular motions in the corresponding di-
rection, and �2� the jump in the temperature distribution at the
interface where the temperature is based on the kinetic energy of
the molecular motions in the corresponding direction. It was
found that the characteristics of the thermal energy transfer in the
direction parallel to the interface is strongly associated with the
molecular-scale corrugation on the solid surface; the more corru-
gated the surface, the less boundary resistance. In contrast, the
thermal energy transfer by the molecular motion normal to the
interface is governed by the number density of solid molecules in
contact with the liquid that participate in energy transfer pro-
cesses. The overall thermal boundary resistance is determined by
the characteristics of the thermal energy transfer for the three
Cartesian components as elements. The momentum transfer �ve-
locity slip characteristics� at the solid-liquid interfaces was also
discussed in this paper and it was concluded that the molecular-
scale governing factor for the momentum transfer is the same as
that of the thermal energy transfer for the component parallel to
the interface, i.e., the molecular-scale corrugation on the solid
surface in the direction of the momentum. In this respect, the

momentum transfer is one aspect of the thermal energy transfer
and the two characteristics are not entirely correlated to each other
as a principle.

Regarding the characteristics of the thermal energy transfer, a
dependency on the slip velocity was observed in the simulation
results �9�. Therefore, we performed additional MD simulations of
a similar system �10�, but without shear this time to eliminate the
influence of the momentum transfer on the characteristics of the
thermal energy transfer. Although the obtained thermal resistances
were different �it was found later that the thermal boundary resis-
tance increases with the increase in the velocity slip at the inter-
face�, the basic molecular-scale mechanisms that govern the char-
acteristics of the thermal energy transfer for each Cartesian
component held true.

Argon was the only kind of liquid molecule employed in the
previous simulations �10�, however, it is not just interesting, but it
will be a practical need to know how the mechanisms of thermal
resistance found in our previous researches are affected by param-
eters for intermolecular potential between solid and liquid mol-
ecules. Therefore, in the present paper, further MD simulations
have been performed for the same system �without shear� with
two different sets of solid-liquid interaction parameters, and the
results are reported in comparison with the previous study �10�.

2 Molecular Dynamics Simulation
The simulation system employed in the present study is shown

in Fig. 1. The system consists of two parallel solid walls and a
liquid film between them. The temperature of the left solid wall is
kept higher than that of the right throughout the simulation time in
order to generate a steady thermal energy flux in the system. Pe-
riodic boundary conditions were applied in the x and y directions.

The three solid walls examined in the simulation are shown in
Table 1. They all have an identical face-centered cubic �FCC�
structure, and their �1,1,1�, �1,0,0�, and �1,1,0� crystal planes con-

Table 1 Solid walls employed in the simulation

Surface
molecular

density

Surface
crystal
plane

Surface molecular
configuration

Number
of atoms
in x and y
directions

Number
of layers

in z
direction

Number
of atoms
in a pair
of walls

A

B

C

largest

↑

↓

small

FCC
(1,1,1)

FCC
(1,0,0)

FCC
(1,1,0)

20× 20

20× 17

20× 12

7

8

11

5600

5440

5280

y

x

x

x
y

y

x

y

z
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HOT
SOLID
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TT+∆T

Thermal Energy Flux
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Fig. 1 Simulation system for the energy transfer through the
solid-liquid interfaces
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tact the liquid, which are named A–C, respectively. Each solid
wall is constructed using 7–11 layers of solid molecules in such a
manner that the thickness in the z direction was almost identical,
which is around 1.6 nm, for the three types of solid walls. No
intentional control of molecular motion, such as temperature con-
trol, was applied in the calculation of molecular motion of solid
and liquid molecules. However, the phantom molecule method �1�
was applied to model a semi-infinite solid having a constant tem-
perature. The phantom molecules are placed outside the layers of
solid molecules and excited by the random force of Gaussian dis-
tribution with a standard deviation whose magnitude is deter-
mined by the target temperature. The integrated interaction acting
on the solid molecules from an isothermal semi-infinite solid is
represented by the interaction between the solid molecules and the
phantom molecules. The target temperature of the hot and cold
solid walls was selected to be 155 K and 85 K, respectively, which
are just below the critical point and just above the triple point of
the liquid employed in the present simulation in the bulk state.
The interaction between solid molecules was modeled using a
harmonic potential, with the potential parameters and mass values
being those for platinum: the spring constant was 46.8 N/m, the
equilibrium distance req=2.77�10−10 m, and the mass m=3.24
�10−25 kg. The dimensions of the basic cell in the x and y direc-
tions were fixed to 5.0 nm approximately in every case by arrang-
ing 12–20 solid atoms in each direction.

A total of three types of liquid molecules were selected for
simulation. They are all monatomic molecules, interacting by the
Lennard-Jones �12-6� potential. The first specie of liquid mol-
ecule, which is the one employed in the previous study �10�, is
equivalent to argon. The interaction between a solid molecule and
a liquid molecule is also modeled by the Lennard-Jones �LJ� po-

tential; �LS was selected to be the mean of �LL and the equilib-
rium distance between solid molecules req, and �LS was assumed
to be equal to �LL. The second and third species have the same
parameters as the first one, but has one exception for each. The
second one has a weaker solid-liquid interaction; �LS was set to be
half of that of the first specie. This corresponds to the case where
liquid is less wet to solid. For the third specie, �LL was doubled.
This corresponds to the case where equilibrium distance between
liquid molecules is larger for a fixed lattice constant of the solid.
These parameters are collected in Table 2. Moreover, the simula-
tion system with each parameter set is called as “Case 1,” or Case
2 or Case 3, as shown in Table 2. The thickness of the liquid film,
defined by the distance in the z direction between the time-
averaged positions of solid molecule layers, each of which con-
tacted the liquid film at each end, was equated to 15�Ar
=5.108 nm. The number of constituent molecules of the liquid
film �listed in Table 3� was determined by trial and error in such a
way that the pressure of the liquid was small enough not to influ-
ence the liquid structure or thermal energy transfer. The resulting
pressure of each simulation system was within the range of �2
MPa. The pressure of the liquid was calculated by accumulating
the forces in the z direction acting on the solid walls. In all the
MD simulations, every LJ potential was truncated at 5�.

The data for analyses were obtained by simulations with a time
step of 2.5�10−15 s for 2�106 steps for Case 1, 3�106 steps for
Case 2, or 4�106 steps for Case 3, after an equilibrium state was
established by an equilibration run for each preceding 1�106

steps. The simulation time was determined so as to obtain all the
data sufficiently reliable. Among all the values measured here, the
energy flux required the longest simulation time in this respect.
Since the fluctuation of the value was even more dominant in the
case the magnitude of energy flux was less, the simulation time
was set longer for systems with smaller energy flux. The equili-
bration of the system was confirmed by the stability of the profiles
of energy, temperature, and number density of molecules.

3 Results for a Platinum-Argon System (Case 1)
Since the results for Case 1 were already published �10�, they

were summarized here only briefly.
Figure 2 shows number density distributions of liquid mol-

ecules along the z direction, which is normal to the liquid film.
Trapped by the potential of solid molecules, liquid molecules
form a layered structure in the vicinities of the interfaces �top
figure�. Hereafter, the layer of molecules that contact the solid
surface is referred to as the “liquid contacting layer,” and its peak
is called “first peak.” The bottom figure is a comparison among
cases with solid walls A–C in the region adjacent to the left solid

Table 2 Parameters for the model of liquid molecules. Sub-
scripts “LL” and “LS” denote interactions between liquid mol-
ecules and those between liquid and solid molecules, respec-
tively. All values are based on those of argon, which are �Ar
=3.405Ã10−10 m, εAr=1.67Ã10−21 J, and mAr=6.63Ã10−26 kg.
The equilibrium distance between two solid molecules req is
2.77Ã10−10 m.

Case 1 Case 2 Case 3

�LL �Ar �Ar 2�Ar

�LS ��Ar+req� /2 ��Ar+req� /2 �2�Ar+req� /2
�LL �Ar �Ar �Ar

�LS �Ar �Ar /2 �Ar

m mAr mAr mAr

Table 3 Total number of liquid molecules and positions of peaks in their number density
distributions for each simulation condition. Positions of peaks listed here are mean values of z
position of the peak for hot solid wall side and 15�Ar−z position of the peak for cold solid wall
side.

Solid wall
Number of liquid

molecules in the system

Nondimensionalized by �Ar Nondimensionalized by �LS

Position of
first peak

Position of
second peak

Position of
first peak

Position of
second peak

Case 1 A 2330 0.884 1.838 0.975 2.027
B 2300 0.864 1.816 0.953 2.003
C 2330 0.746 1.674 0.823 1.847

Case 2 A 2230 0.888 1.884 0.979 2.078
B 2200 0.878 1.875 0.969 2.067
C 2200 0.802 1.782 0.884 1.965

Case 3 A 325 1.364 3.229 0.970 2.295
B 320 1.355 3.205 0.963 2.278
C 330 1.293 3.140 0.919 2.232
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surface. The position of the first peak in the z axis is nearest to the
solid surface for the case with wall C, and farthest with wall A, as
listed in Table 3. This is correlated with the number density of the
surface molecules of the solid wall, which is A�B�C; most
liquid molecules in the liquid contacting layers are captured in the
“pits” of the potential made by solid molecules, and the first peak
gets close to the solid surface as the pits become deeper or as the
number density of the surface molecules is smaller.

The control surfaces in the liquid film, defined to measure the
energy flux, were all parallel to the liquid film and they were
placed where this number density distribution performs its local
minima. In the center region of the film, where the distribution is
more or less flat, they were located at a constant interval, just like
those in the vicinities of the interfaces.

Temperature profiles of the system are shown in Fig. 3. Here,
the temperature is defined for each degree of freedom of molecu-
lar motion based on the kinetic energy distributed to each degree
of freedom. A series of plots connected by lines in the center of
the graphs denote the data averaged over the molecules belonging
to each molecular layer or slab between the two adjacent control
surfaces. A series of plots at both sides of the graphs denote the
data for molecular layers of the solid walls. A uniform tempera-
ture gradient is observed in the liquid film. The temperature dif-
ference among the degrees of freedom of molecular motions is

remarkable in the layers of solid molecules near the solid-liquid
interfaces, which shows that the system is in a highly nonequilib-
rium state where the equipartition law of energy does not hold.
The temperature jump at the solid-liquid interface is defined here
as the temperature difference between the layers of solid mol-
ecules and liquid molecules contacting each other over the inter-
face. Moreover, this temperature jump can also be defined for
each degree of freedom of molecular motion. For the case with
wall A, the z component of the temperature jump is smallest. For
the case with C, on the other hand, the y component represents the
smallest jump followed by the z component, indicating that the
energy transfer by the molecular motion along the y axis is acti-
vated by the molecular-scale corrugation on the solid surface
along the same axis. The concrete values of these temperature
jumps are collected in Table 4.

The thermal energy flux in the z direction Jz that passes through
a control surface Sxy is given by �7�

JzSxy = �
i
��1

2
mvi

2 + �i�/1	 vi,z


vi,z

+

1

2�
i

�
j�i

�Fij · �vi + v j��
zij


zij


�i = 1
2�

j

�ij �1�

where m and v denote the mass and velocity vector, respectively.
Fij and zij are the intermolecular force vector between molecules
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Table 4 Measured and calculated values for each simulation condition

Solid wall

Temperature jump at the interface
�K�

Energy flux at the interface
�MW /m2�

Boundary thermal resistance
�10−6�m2 K /W�

Average x y z Total x y z Overall x y z

Case 1 A 17.6 21.3 21.3 10.2 451.9 30.9 27.2 393.8 0.039 0.690 0.784 0.026
B 16.2 19.5 19.7 9.3 374.9 35.0 34.1 305.8 0.043 0.558 0.577 0.031
C 12.9 16.3 10.8 11.6 536.1 41.0 147.1 347.9 0.024 0.398 0.073 0.033

Case 2 A 24.5 28.3 28.0 17.1 227.0 12.4 12.0 202.7 0.108 2.290 2.343 0.085
B 22.8 22.8 26.6 14.9 174.9 15.3 13.6 146.0 0.130 1.487 1.953 0.102
C 21.1 24.7 19.2 19.4 255.0 15.7 65.9 173.4 0.083 1.571 0.292 0.112

Case 3 A 18.6 24.9 24.8 6.0 78.7 2.3 1.9 74.5 0.236 10.777 12.823 0.081
B 19.6 25.6 25.6 7.7 75.6 3.7 3.9 68.0 0.260 6.946 6.614 0.113
C 14.3 18.3 15.5 9.1 103.2 3.0 27.9 72.3 0.139 6.187 0.557 0.126
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i and j and the distance along the z axis between molecules i and
j, respectively. The first term on the right hand side of Eq. �1�
represents the transport of energy of molecules due to their mo-
tion; the summation is to be made over the molecules that pass
through the control surface in a unit period of time. The second
term represents the energy transfer due to changes of molecular
energy by intermolecular forces acting between a pair of mol-
ecules; the double summation is to be made over all pairs of
molecules that hold the control surface between them at a certain
moment. This second term can further be decomposed into three
corresponding degrees of freedom of molecular motion, i.e., the x,
y, and z, in such a manner as

Fij · vi = Fij,x · vi,x + Fij,y · vi,y + Fij,z · vi,z �2�
each of which represents the intermolecular energy transfer by the
molecular motion along the x, y, and z axis, respectively.

Figure 4 shows each contribution of the thermal energy flux at
each control surface in the system. The rightmost and leftmost
bars and plots denote the data for the solid-liquid interfaces. Al-
though the total amount of thermal energy flux is uniform
throughout the liquid film, the contribution of each component
does not exhibit uniform distribution. In other words, the thermal
energy flux is uniform in its quantity, but differs in “quality,”
which is focused on here in this study. The second term of Eq. �1�
dominates the first one throughout the liquid film. In the central
region of the film, the z component is about three times as large as
the other two in the second term. That is to say, in the bulk liquid
the molecular motion parallel to the direction of the energy flux
makes the largest contribution. The composition of the thermal
energy flux changes as its getting closer to the solid-liquid inter-
face, which is apparently an influence of the solid wall. For the
case with wall A, the z component of the second term becomes
even larger, while the x and y components decrease. For the case
with wall C, on the other hand, the only decreasing component is
x, and the increase in the y component is remarkable as the posi-
tion gets closer to the solid-liquid interface. This feature with wall
C comes from the molecular-scale corrugation on the surface of
the solid wall. The interval between rows of solid molecules on
the surface is large along the y axis for the case with wall C �see
Table 1�. Larger interval means deeper pits of the potential of the
solid molecules that traps liquid molecules, and deeper pits make
it easier for molecules to transfer energy by the movement or
oscillation along the identical axis, which results in a larger con-
tribution to the thermal energy flux. This large contribution is
consistent with the smaller temperature jump shown in Fig. 3.

The thermal resistance at the solid-liquid interfaces is examined
in Fig. 5 with its value listed in Table 4. As it is already described,
the temperature jump can be defined for each degree of freedom,
and the thermal energy flux at the interface, where only the second
term of Eq. �1� has a value, can also be decomposed to the con-
tributions of each freedom of molecular motion. The bottom panel
of Fig. 5 shows the individual plots of the temperature jump for
each degree of freedom against each corresponding contribution
to thermal energy flux for three kinds of solid walls. The average
temperature jump among the three degrees of freedom versus the
total energy flux passing the interface is plotted in the top figure.
The thermal boundary resistance for each solid wall, which is
defined by the ratio of the temperature jump to the thermal energy
flux, corresponds to the gradient of the correlation line in the top
figure. As is shown in the figure, the resistance for wall B is the
largest, followed by walls A and C.

The thermal boundary resistance for each component is defined
here as the gradient of each straight line in the bottom panel of
Fig. 5. First, by taking a look at the lines for the x and y compo-
nents, one would tell that all the lines are almost vertical �high
resistance� except for the y component of wall C. It was this
component whose corresponding contribution to the thermal en-
ergy flux had a relatively large magnitude in Fig. 4. The reason for
the large contribution was explained above in relation to the
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molecular-scale corrugation of the solid surface, and the same
explanation can be applied here to the thermal resistance. It is,
therefore, summarized that the boundary resistance for the com-
ponents parallel to the interface are strongly associated with the
molecular-scale corrugation of the potential surface of solid sur-
face, which liquid molecules experience according to the posi-
tional change in each direction. For the z component, on the con-
trary, the corrugation of the potential surface of the solid wall is
not an influencing factor. The major factor for the z component of
the thermal energy flux is the number density of solid molecules
on the wall surface, i.e., the number of molecules that can partici-
pate in the energy transfer. As a result, the thermal boundary re-
sistance for the z component is the lowest for wall A, which has
the highest number density of molecules on the surface, and then
increases in the order B�C. The boundary resistance for each of
the x, y, and z components is governed by those different factors,
respectively, and the extent of the contribution of each component
to the total energy flux is another factor to determine the overall
influence of the solid surface structure on the total boundary re-
sistance shown in the top panel of Fig. 5.

4 Parameter Study (Cases 2 and 3)
Here in this section, results for the other two cases, i.e., Cases 2

and 3, are shown and the influence of interaction between solid
molecules and liquid ones are discussed, comparing them with the
results obtained for Case 1 in Sec. 3.

The number density distribution of liquid molecules for Case 2
is nearly the same as Case 1 except for the region near the solid-
liquid interface, which is shown in Fig. 6. The heights of the peaks
in the vicinities of the interfaces are almost exactly half of those
for Case 1, which means that the solid molecules can trap only
half the number of molecules at a moment when the depth of the
solid-liquid potential well is reduced to half. As shown in the
bottom panel, the positions of the first peaks for different walls,
whose concrete values are listed in Table 3, exhibit the same ten-
dency as Case 1.

Figure 7 is the same analysis done for Case 3. Since the equi-
librium distance between liquid molecules is twice as long as that
for Case 1 or Case 2, the distance between the two neighboring
peaks in Fig. 7 are about twice as large, resulting in the formation
of only seven molecular layers in the film. What is unique for
Case 3 is that the peaks for liquid contacting layers are isolated
from the rest of the distribution. It tells that molecules in liquid

contacting layers do not diffuse toward the center of the liquid
film in the z direction. This is, for one thing, caused by the shift of
the liquid contacting layer away from the solid surface, leaving a
larger gap between the inmost layer of the solid molecules and the
liquid contacting layer. The larger gap allows more solid mol-
ecules to exert force on the liquid molecules in the direction nor-
mal to the solid surface to affect and limit the motion of the liquid
molecules. The second reason is the lower temperature of the
liquid in reduced units. The temperature conditions in the current
simulations are kept the same on the dimensional scale, so the
nondimensional temperature that determines the thermodynamic
state of the liquid is lower for the liquid with a larger equilibrium
distance. The isolation of the peaks of the liquid contacting layers
is due to the solidification of the liquid molecules. The difference
in distributions of liquid molecules according to the different solid
walls shown in the bottom panel of Fig. 7 is not large as compared
to those of Cases 1 and 2. This is because liquid molecules that
have a larger equilibrium distance experience the variation in the
molecular-scale corrugation on the solid surfaces to be relatively
smaller.

Figure 8 shows the temperature distribution for Case 2. Inde-
pendent on the solid wall employed, the gradients of the distribu-
tion lines in the liquid are now smaller, leaving larger temperature
jumps than Case 1. This indicates that the thermal boundary re-
sistance is larger than that of Case 1, which will be confirmed later
in relation to the magnitude of energy flux. The differences among
the x, y, and z components are the same as Case 1.

The temperature distribution exhibits a very unique feature for
Case 3, especially for the case with wall C, as shown in Fig. 9. On
the top panel for wall A, the temperature difference among the
three components is very large in the liquid contacting layers.
What makes it possible is the large equilibrium distance between
liquid molecules compared to the range of movement of mol-
ecules in the z direction in the liquid contacting layers. Liquid
molecules in the liquid contacting layers are so separated apart in
the x and y directions that little force can be acted in the z direc-
tion between a pair of molecules in a liquid contacting layer. This
means that the movement of molecules along the z axis in liquid
contacting layers is scarcely governed by the interaction with mol-
ecules in the same liquid contacting layer. Therefore, the exchange
of thermal energy among the degrees of freedom of molecular
motion, the x, y, and z, is insufficient to help the equilibration of
thermal energy among these degrees, which result in the large
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difference in the ensemble-averaged kinetic energy distributed for
the three degrees of freedom of molecular motion. For the case
with wall C, temperature jump is relatively small for all the three
components, and there is a remarkable temperature difference be-
tween the liquid contacting layer and the liquid molecular layer
next to it for all components.

The profiles of the thermal energy flux for Cases 2 and 3 are
shown in Figs. 10 and 11, respectively. The profiles for Case 2 are
almost exactly the same as those for Case 1 except for their mag-
nitudes, which are approximately half of those for Case 1. The
magnitude of the energy flux is the smallest for Case 3; it is
around 100 MW /m2 or less. Although the contribution profiles
for Cases 1 and 3 look alike, the x and y components for wall A
and the x component for wall C at the solid-liquid interfaces con-
tribute only 2.5–3.0 % to the total energy flux for Case 3, while
they were 6.0–8.0 % for Case 1. The only component that is
parallel to the interface and still has a comparable contribution is
the y component for wall C. The decrease in contribution owes it
to the larger equilibrium distance of solid-liquid molecules in
comparison with that between two solid molecules req. For liquid

molecules with a larger solid-liquid equilibrium distance, the pits
in the potential surface made by solid molecules are relatively
smaller and the liquid molecules do not experience the corruga-
tion as much as they do in the case of a smaller solid-liquid
equilibrium distance. Therefore, all the solid walls are more slip-
pery for the molecules of Case 3, resulting in a lesser contribution
of the molecular motion parallel to the interface to thermal energy
flux. Judging from the stable contribution of the y component of
wall C, on the contrary, the liquid molecules still seem to “feel”
the surface in this direction as corrugated. However, when the
equilibrium distance between solid-liquid molecules becomes
even larger, which is usually accompanied with a larger equilib-
rium distance between the liquid molecules themselves, the liquid
molecules will be expected to lose the sensitivity for corrugation
totally and feel the solid surface in any direction parallel to the
solid surface as slippery, resulting in having all the energy flux,
transferred by the z component, at the interface.

In the same way as in Sec. 3, the average temperature jump is
plotted against the total energy flux in Fig. 12 for the three cases
with all solid walls �the concrete values for the plots can be found
in Table 4�. Regardless of the solid walls employed, Case 1 ex-
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hibits the lowest resistance, which is followed by Cases 2 and 3.
Case 2 shows a higher boundary resistance than Case 1, since the
solid molecules cannot trap and hold the liquid molecules as well
as they do for Case 1, causing lesser chances of exchanging en-
ergy between a pair of solid and liquid molecules. The same re-
sults can be found in many literatures �1,2�. There are two reasons
for the highest boundary resistance of Case 3; one is the lower
number density of the liquid molecules in the liquid contacting
layers because of the enlarged equilibrium distance between liquid
molecules and the other reason is that the solid wall is more “slip-
pery” to liquid molecules. For each case, the system with wall B
shows the highest boundary resistance, while wall C represents
the lowest.

For Case 2, the thermal resistances for each component have
the same trend as for Case 1, with all values of the resistance
shifting to the larger side but keeping the same magnitude relation
to each other. Therefore, only the plot for Case 3 is shown here in
Fig. 13, although the concrete values of the thermal resistance are
collected in Table 4 for both cases, Cases 2 and 3. The tendency
seen in Fig. 13 is similar to that for Case 1 in Fig. 5, but for Case
3 the lines for the z components lie more horizontally and vertical

lines are even more straightened up, showing that the molecular
motion perpendicular to the interface plays a much more impor-
tant role when the equilibrium distance between liquid molecules
becomes relatively larger than the molecular-scale corrugation on
the solid surface.

5 Concluding Remarks
Molecular dynamics simulations have been performed for a

system composed of a pair of parallel solid walls and a liquid film
interposed between the walls, which are kept at different tempera-
tures. The simulations were done for the combinations of three
kinds of solid walls and three kinds of liquid molecules. The ther-
mal energy transfer at the solid-liquid interface has been analyzed,
and molecular-scale mechanisms that govern the interfacial ther-
mal resistance are elucidated.

The results have revealed that certain components of energy
transfer, which are due to the molecular motion in directions par-
allel to the solid-liquid interface, are governed by surface corru-
gation at the molecular-scale, i.e., the unevenness on the potential
surface formed by the surface solid molecules that liquid mol-
ecules experience by the positional change in the relevant direc-
tion. On the other hand, the component of energy transfer due to
the molecular motion in the direction perpendicular to the surface,
which is the major component of thermal energy flux at the inter-
face, is governed by the molecular number density on the solid
surface.

From the parameter study, it was found that the weakened in-
teraction between solid and liquid molecules enlarges the bound-
ary resistance, but it does not have any significant influence on the
phenomena and their mechanism qualitatively. The larger equilib-
rium distance between liquid molecules was also found to make
the thermal resistance higher due to the two reasons; the smaller
number density of liquid molecules that contact the solid surface
�which mainly reduces the efficiency of energy transport by the
molecular motion perpendicular to the interface� and the reduction
in the relative scale of the unevenness of the potential surface on
the solid surface, which is essential in energy transfer by the mo-
lecular motion parallel to the interface.
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Nomenclature
J � thermal energy flux �W /m2�

req � equilibrium distance between solid molecules
�m�

S � area of a control surface �m2�
� � energy parameter of the LJ potential �J�
� � intermolecular potential energy �J�
� � length parameter of the LJ potential �m�

Subscripts and Superscripts
Ar � parameters for argon

i and j � ith and jth molecules
LL � interaction between liquid molecules
LS � interaction between a liquid molecule and a

solid one
tr � translational motion
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Measurement of the Heat
Capacity of Copper Thin Films
Using a Micropulse Calorimeter
This paper presents a micropulse calorimeter for heat capacity measurement of thin films.
Optimization of the structure and data processing methods of the microcalorimeter im-
proved the thermal isolation and temperature uniformity and reduced the heat capacity
measurement errors. Heat capacities of copper thin films with thicknesses from 20 nm to
340 nm are measured in the temperature range from 300 K to 420 K in vacuum of 1 mPa.
The specific heat of the 340 nm Cu film is close to the literature data of bulk Cu. For the
thinner films, the data shows that the specific heat increases with the decreasing of film
thickness (or the average crystalline size). �DOI: 10.1115/1.3211864�

Keywords: micro-/nanoscale heat transfer, thin film, heat capacity, thermal
characterization

1 Introduction
Thermal properties of thin films may be significantly different

from the corresponding bulk material data �1�. Various experiment
techniques have been developed for measuring the thermal prop-
erties of thin films, including flash method �2�, 3� method �3,4�,
ac calorimetry �5�, and scanning thermal microscopy �SThM�, etc.
�6�. Over the past 10 years, suspending membrane based micro-
calorimeters have been developed for measuring the heat capacity
of ultrathin films with thickness from the nanometer scale to sub-
micrometer scale, as thin films in this scale can hardly be mea-
sured with the traditional calorimeters �7,8�. The basic structure of
a microcalorimeter is a suspending membrane with a heater and
thermometer on it. With this structure, the microcalorimeter has
very small heat capacitance and it is quasi-adiabatic. These con-
ditions are essential for the thin-film heat capacity measurement
because the heat capacity of the thin films is small �from several
nano-J K−1 to micro-J K−1�. ac calorimetries and the relaxation
method are used to measure heat capacities of thin films from
several Kelvin to room temperature �9–13�. High heating/cooling
rate is another important thermal property of the microcalorimeter.
The ultrafast heating rate reduces the influence of heat loss of the
calorimeter during the measurement, thus, enables fast scanning
calorimetry in a wide temperature range. Various kinds of ultrafast
scanning calorimetries are developed such as thin-film differential
scanning calorimetry �TDSC� �14–17�, high temperature scanning
nanocalorimeter �18,19�, and nonadiabatic ultrafast nanocalorim-
etry �20,21�. In our previous work �22�, we developed a thin-film
microcalorimeter, which can measure the heat capacity of
submicrometer-thick thin films. The thin-film microcalorimeter
uses pulse calorimetry in which heat loss, temperature uniformity,
and random noise are the main factors leading to the measurement
errors. In this paper, structure of the microcalorimeter and the data
processing method are optimized to improve the heat capacity
measurements. The thin-film micropulse calorimetry is applied to
the measurement of heat capacities of the copper thin films with
thicknesses from 20 nm to 340 nm. The specific heat of the
sample films are calculated and compared with the literature data
of bulk copper.

2 Microcalorimeter Design and Fabrication

The microcalorimeter is a freestanding 88�88 �m2 square
membrane suspended above the silicon substrate by six beams, as
shown in Fig. 1. The membrane is made from a SiO2 /SiN /SiO2
sandwich structure, which is the typical dielectric layer for free-
standing thin films. The membrane is designed to be around
2 �m thick in order to ensure sufficient mechanical strength after
released from the substrate. A zigzag polysilicon thin-film resistor
lies on the membrane, acting as both heater and thermometer. It is
preferred to use thin-film thermometer rather than the thermo-
couple because the former can record the average temperature of
the membrane with rapid response. The thin-film resistor has four
ends so that the average temperature of the square membrane can
be precisely measured with the four-point method. Four main
beams 98 �m in length and 20 �m in width support the four
ends of the resistor at two diagonal corners. Two assistant beams
68 �m in length and 10 �m in width support the other two cor-
ners of the membrane to improve the mechanical strength and
symmetry of the microcalorimeter.

Using three-dimensional finite element analyses �FEAs� with
ANSYS software, the thermal simulations of the microcalorimeter
were performed. The suspending parts, including the center mem-
brane and the beams with the same geometry of the designed
calorimeter, are the structure used for the simulation. The beams
of the calorimeter are anchored on Si substrate with good thermal
conductivity. Therefore, the beams’ anchors were fixed to be at a
constant temperature T0=298 K in the simulation. The material
parameters needed for the simulation are listed in Table 1. The
thermal conductivities of thin films are smaller than the relative
bulk materials, and the conductivity data of SiO2, SiNx, and
poly-Si are from Ref. �23�.

The electrical voltage stimulation is applied at the resistor’s
ends on beams 3 and 6. The microcalorimeter works in a vacuum,
so the heat transfer by convection and conduction through gas is
neglectable. When the temperature of the calorimeter is less than
450 K, the thermal radiation is also neglectable because result
from a simulation including a 0.5 surface radiation ratio shows
less than a 1% change in the temperature compared with a simu-
lation without considering thermal radiation. The heat loss
through the beams of the calorimeter is the dominate heat loss,
and it is unavoidable because the beams are required for mechani-
cal supporting of the suspending membrane and electrical collect-
ing of the heater/thermometer. Longer beams provide better ther-
mal isolation but poor mechanical strength. In our previous work,
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the main beams were 54 �m in length, and simulation results
showed that the average temperature of the center membrane
reached 411.6 K �maximum temperature was 416.5 K� in 1ms
with 4.6 mW of electrical heating power at an ambient tempera-
ture of 298 K in a vacuum. Fabrication experiments show that the
microcalorimeter presents satisfactory mechanical strength when
the beams are below 100 �m. The strength problems, such as
broken beams, the membrane sticking to the substrate, and the
distortion of the membrane, become serious when the length of
the beams is above 120 �m. Therefore, the length of the main
beams is optimized to 98 �m in this work. The FEA results show
that with 4.2 mW, the average temperature of the center mem-
brane reaches 412.7 K in 1 ms, where the maximum temperature
is 416.7 K; the temperature distribution is shown in Fig. 1. The
results show that the center membrane has good temperature uni-
formity. Almost no temperature gradient exists along the thickness
direction of the thin free standing membrane. The new microcalo-
rimeter with optimized structure has better thermal isolation and
temperature uniformity compared with the previous one.

Most microcalorimeters are fabricated by bulk silicon microma-
chining technique �7–10,14–21�, and the dimensions’ uniformity
of the calorimeters is poor because the precision of the mechanical
fabrication processes, such as double side alignment and wet etch
of silicon substrate, is typically in the order of tens of microme-
ters. By contrast, the surface micromachining technique provides
better control on the size of the device and improves the mechani-
cal strength of the suspending membrane �24�. In this paper, sur-
face micromachining technology is used to fabricate the micro-
calorimeter, as illustrated in Fig. 2�a�. A thin layer of thermal
oxide is first grown on the �100� n type silicon wafer. Then a
sacrificial layer of low pressure chemical vapor deposition
�LPCVD� polysilicon 1 �m in thickness is deposited and pat-
terned. Polysilicon is chosen as the sacrificial layer because it can
withstand the consequent high temperature processes �over
600°C�, while other common sacrificial materials, such as alumi-
num �25� and polyimide �26�, will melt at the high temperatures.
The next step is plasma enhanced chemical vapor deposition
�PECVD� deposition of the SiO2 /SiN /SiO2 multilayer and 850°C
densification of the multilayer in nitrogen. Then the polysilicon
thin-film resistor is deposited and patterned followed by the fab-
rication of contact holes, aluminum leads, and pads. After the
deposition of a PECVD SiO2 layer for passivation, etching win-
dows are opened by reactive ion etching �RIE� and plasma etching
�PE� of the dielectric multilayer. Finally, the polysilicon sacrificial

layer is etched with an improved tetramethylammonium hydrox-
ide �TMAH� etching method �27� to release the membrane and
beams of the microcalorimeter from the substrate, and the gap
between the membrane and the substrate is about 1 �m. The
scanning electron microscope �SEM� �JSM-6360LV, JEOL� photo
of the fabricated microcalorimeter is shown in Fig. 2�b�.

The copper thin-film samples are sputtered on the microcalo-
rimeter. The sample film should be loaded just on the center
square of the suspending membrane where the temperature distri-
bution is the most uniform. However, the traditional patterning
processes of deposition plus etching is not a suitable method for
the sample loading because the processes contaminate the free-
standing membrane with some copper film or photoresist attached
on the underside of the membrane or inserted into the gap be-
tween the membrane and the substrate, which seriously influenced
the accuracy of the heat capacity measurement. Therefore, the
“silicon shadow mask” technique is adopted �8�. The silicon
shadow mask is a silicon wafer with apertures fabricated by in-
ductive coupled plasma �ICP�. This shadow mask is aligned with
the microcalorimeters and then sample films can be sputtered in
the center membrane of the microcalorimeters through the aper-
tures on the silicon shadow mask. The copper films were sputtered
from a 99.99% pure Cu target in atmosphere of argon at 0.8 Pa at
room temperature with a rf magnetron sputter �S3X-80B, Institute
of Microelectronics of Chinese Academy of Sciences, Beijing,
China�. A microcalorimeter with the sample film on its center is
shown in Fig. 2�c�.

3 Micropulse Calorimetry
The thermal properties of the microcalorimeter are measured at

first. The relationship between the resistance and temperature of
the resistor is linear in the temperature range of 273–420 K, and
the temperature coefficient of resistance �TCR� � is
800–1100 ppm °C−1. At higher temperatures, the TCR of the
resistor drops gradually, and reliability of the polysilicon becomes
poor, which limits the temperature range of the measurement.

The thermal property of the microcalorimeter is greatly related
to the air pressure because the thermal conductance of the air
between the membrane and the silicon substrate changes dramati-
cally with the change in air pressure �28�. As shown in Fig. 3, with
0.7 mA heating current, temperature of the calorimeter changes
from 298 K to 393 K while the air pressure changes from 1 atm to
10−1 Pa, respectively. Below 10−1 Pa, the thermal conductance of
the air is negligible. In this paper, all measurements are carried out
in a vacuum of 10−3 Pa, and heat loss by gas convection and
conduction is negligibly small.

Fig. 1 Structure of the microcalorimeter and FEA temperature
distribution

Table 1 Material parameters used in FEA simulation

Material
�

�kg m3�
cp

�J kg−1 K−1�
k �21�

�W K−1 m−1�

SiO2 2270 710 1.17
SiNx 2840 700 1.55
Poly-Si 2330 700 34.5

Fig. 2 Microcalorimeter: „a… fabrication process flow, „b… SEM
photo, and „c… with sample film
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The relationship between the temperature and the power con-
sumption P of the microcalorimeter in steady state in vacuum is
shown in Fig. 4. With less than 0.4 mW heating power, the tem-
perature of the microcalorimeter is elevated to 400 K from room
temperature, indicating that the microcalorimeter has excellent
thermal isolation. The temperature linearly increases with the in-
creasing of the power consumption.

Pulse calorimetry is an ultrafast calorimetry usually used in a
temperature range from room temperature up to several thousand
Kelvin �29�. According to nonsteady-state heat transfer equation
with internal heat source, power balance for the center membrane
of the calorimeter can be expressed as

VR
2

R
= C ·

dT

dt
+ Qloss �1�

where VR is the voltage across the heater, R is resistance of the
heater, C is the sum of heat capacity of the sample and the mem-
brane, T is average temperature of the membrane, t is time, and
Qloss is the heat loss of the membrane. Here, VR and R are mea-
sured as functions of time, and T is derived from R with the
previously calibrated TCR.

As the temperature of the membrane is higher than the tempera-
ture of the beams, the heat loss Qloss is the total heat power trans-
ferred from the membrane to the beams. Some of this heat power
is absorbed by the beams to increase their temperature, and some
are transferred to the substrate. The heating power generated by
the resistors on beams 3 and 6 partially compensate for the heat
loss through these two beams, and it makes the temperature of
beams 3 and 6 to be higher than the temperature of beams 2 and 4.
The heat loss during the rapid heating period is unavailable be-
cause the temperature distribution and heat transfer of the beams

is hard to be measured or calculated from an analytic solution. At
steady state, Qloss equals to the power consumption P, thus, the
approximation Qloss=P was used in Eq. �1�. As shown in Fig. 4,
the steady-state power consumption is directly proportional to the
average temperature of the microcalorimeter, confirming that the
heat transfer of the calorimeter is primarily the heat conduction of
the six supporting beams. Then the heat loss can be expressed as

Qloss = P = Gs · �T − T0� �2�

where Gs represents the equivalent thermal conductance of the
beams, and T0 is the ambient temperature, respectively.

As a matter of fact, temperature distribution of the microcalo-
rimeter at steady-state is not entirely the same as the temperature
distribution at nonsteady-state, thus, the approximation Qloss=P
will cause systematic error. In order to minimize this error, pulse
calorimetry is applied. In this paper, the heating rate of the micro-
calorimeter is 100–200 K ms−1 with heating power of 3–4 mW
in vacuum. Figure 5 shows the typical heating power �Qin

=VR
2 /R�, the temperature �T= �R−R0� /�R0, where R0 is the heater

resistance at 0°C�, the power loss �Qloss=P�T�, refer to Fig. 4�,
and the absorbed power �Qabsorb=Qin−Qloss� by the calorimeter to
increase its temperature during a test run. With a heating power of
3.9 mW, temperature increases from 300 K to 420 K in 0.85 ms.
Qloss=P�T� increases with temperature, and Qabsorb decreases con-
sequently. With the pulse calorimetry, the proportion of Qloss in
the heating power is small, thus, the systematic error induced by
the Qloss approximation is significantly reduced.

Figure 6 shows a schematic of the experimental setup used for
heat capacity characterization of thin films with the microcalorim-
eter. During the pulse calorimetry measurement, the microcalo-
rimeter is placed in a vacuum chamber. A standard resistor r is
placed in series with the heater, so that resistance of the heater is
calculated by R=rVR /Vr. The power required for the measure-

Fig. 3 The microcalorimeter’s temperature dependence on air
pressure at I=0.7 mA

Fig. 4 Temperature versus power consumption

Fig. 5 Typical power curves during a test run

Fig. 6 A schematic of the experimental setup used for heat
capacity characterization of thin films with the
microcalorimeter
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ment is only several milliwatts. Function generator �Agilent
HP33120A� is used to provide the heating voltage pulse V, and
the amplified Vr and VR are monitored by a two-channel oscillo-
scope �Agilent HP54616B� in real-time. A test run is done in
about 1 ms. The average data of 100 test runs with the same
experimental setups is used as the final data for the thermal analy-
sis to minimize the random noise.

In order to calculate the heat capacity, the derivative of the
temperature to time dT /dt shall be calculated first. As noise exists
in the measured data, direct calculation of �T /�t between two
sample points is not feasible. Our previous works used nonlinear
least-squares subregional fitting. But this method also magnifies
the noise, and the results are related to how the subregion is made.
A more reasonable curve fitting is required to effectively reduce
the error caused by the derivation computation. Combining Eqs.
�1� and �2� we obtain

Qin = C ·
dT

dt
+ Gs · �T − T0� �3�

Then, take Qin, C, and Gs as constant in a small temperature
range, T is obtained as

T = exp�−
Gs

C
· �t + D�� +

Qin

Gs
+ T0 �4�

where D is a constant. Therefore, exponential fitting is more suit-
able for the temperature curve. Figure 7 is a typical temperature
curve, the circles are the measurement data, and the line is the
exponential fitting curve. The fitting is satisfactory.

Finally the heat capacity can be obtained by

C =
Qin − Qloss

dT/dt
�5�

The heat capacity of the thin-film samples is from the differ-
ence between heat capacity curve Cempty of an empty calorimeter
and the heat capacity curve Cempty+film of a sample loaded calo-
rimeter: Cfilm=Cempty+film−Cempty. The only difference between
the two calorimeters is the sample film in the center membrane.
The beams of the calorimeters are the same, and the systematic
error caused by the uncertainty of heat loss through the beams is
significantly reduced with this differential method of determining
Cfilm.

4 Results and Discussion
Heat capacity of the empty microcalorimeter is about

21.7 nJ K−1 at 300 K, and 26.0 nJ K−1 at 420 K. Figure 8 illus-
trates heat capacity of three adjacent microcalorimeters. Because

sizes of the calorimeters are well controlled during the surface
micromachining fabrication, the differences in heat capacities
among the adjacent calorimeters are within 0.3 nJ K−1. Therefore,
in the measurements, the empty calorimeter and the sample loaded
calorimeter are two adjacent calorimeters in one chip.

Copper films of different thicknesses from 20 nm to 340 nm
were sputtered on the sample zones of the microcalorimeters.
X-ray diffraction �XRD� measurements were performed on a Shi-
madzu XRD-6000 diffractometer using CuKa ��=1.5406 Å� ra-
diation. The average crystalline sizes of the copper films were
estimated from the �111� face with the Scherrer equation �30�.
Table 2 lists the average crystalline size of the films. The crystal-
line diameter d increases with the increase in film thickness.

Heat capacity measurements were carried out in a 10−3 Pa
vacuum. Figure 9 shows the measured heat capacity of the films.
The heat capacity of a thicker Cu film is larger than a thinner film
because it occupies a larger mass. The heat capacity of the Cu
films regularly increases when temperature increases from 300 K
to 420 K.

In order to extract the specific heat �cp=C /m� of the copper
films, mass �m� of the films shall be known. It is a tough task to
measure the mass of the thin-film sample that is in nanograms. We

Fig. 7 Typical temperature data and the exponential fitting
curve

Fig. 8 Heat capacity of three adjacent microcalorimeters

Table 2 Average crystalline size and cp of the Cu films

No.
Thickness

�nm�
d

�nm�
cp at 300 K
�J kg−1 K−1�

1 340 48 390
2 155 40 396
3 110 36 425
4 80 29 468
5 60 24 449
6 50 22 472
7 20 16 615

Fig. 9 Heat capacity of the copper films
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calculated the mass by the product of film volume and density. A
microscope is used to capture the sample area. Thicknesses of the
film are measured by a profiler �Kosaka ET4000�. As the sample
film is deposited on a suspending membrane, direct measurement
of its thickness by profiler is not applied because the membrane
may distort a little and be scratched during the measurement. A
neighboring dummy film grown in the same deposition of the
sample film and located on flat substrate is measured with the
profiler to obtain the thickness of the sample film, and the mea-
surement error is 5 nm. Thus relative errors of thickness are 25%
for the 20 nm film and 1.5% for the 340 nm film, respectively.
Then the volume of the sample film is the product of the area and
the thickness. Another Cu film from the same deposition covering
the whole surface of a silicon wafer is prepared, the volume and
mass of this large area thin film are measured, and density of the
film is calculated. The measured densities of the copper films are
within �5% of the literature value of 8960 kg m−3. Therefore, the
literature density value is adopted to generate the mass of the
sample film. The dominant source of uncertainty of the specific
heat value comes from the estimation of the film mass, as the
uncertainty of the volume and density is large, especially for the
ultrathin films.

The calculated specific heat cp film for the Cu films compared
with the literature cp bulk values of bulk Cu is shown in Fig. 10.
The cp for the 340 nm Cu film is close to the literature data of
387 J kg−1 K−1 for bulk Cu �31�. For the thinner films, an en-
hanced specific heat is observed, and the specific heat of the films
at 300 K is listed in Table 2. The specific heat of samples 4, 5, and
6 are close to or even cross each other, since their microstructures
are close to each other with crystalline sizes of 20–30 nm and film
thicknesses of 50–80 nm.

Figure 11 shows the trend of the enhanced specific heat

cp film /cp bulk at 350 K concerned with the film crystalline size. As
discussed above, the measurement of uncertainty mainly comes
from the uncertainty of film mass and heat capacity difference
among microcalorimeters, and it grows larger for the thinner
films. The specific heat tends to increase with the decrease in
crystalline size. This is in agreement with previous investigations
on metal nanocrystalline materials �22,32,33�. Some researchers
suggest that the enhanced specific heat may be caused by impuri-
ties, the softening of surface phonons and the contribution of the
grain-boundary component �32–35�. The measured specific heat
of a substance at constant pressure includes two parts: one part is
the internal energy increaser term �the specific heat under the
restraint of constant volume, cv�, another part is the dilation term.
Above room temperature, cv of copper is mainly related to lattice
vibrations. Molecular-dynamics simulations on nanomaterials
�36,37� find that partial density of states �DOS� of the atoms at the
surface or grain boundaries shift to the low frequency region com-
pared with that of the atoms in the center due to dimensional
constraint, resulting in the increase in cv with the decreasing crys-
talline diameter. In addition, XRD analyses on nanocrystalline
�38� suggest that the grain-boundary components and defects in
nanocrystalline result in an evident increase in the thermal-
expansion coefficients �TECs�, following the d−1 rule, where d is
the average crystalline diameter. The increase in TEC is also ob-
served in thin copper and other metal films �39� related to the
crystallite sizes of the films. In the sputtered copper films, there
are large amount of grain boundary, defects, surface, and interface
components. The cv and TEC of these components increase with
the decrease in crystalline diameter. Therefore, heating the copper
thin film may require more heat not only to increase its internal
energy but also to enable the film to do work in expanding com-
pared with bulk copper material, which in turn leads to the en-
hanced specific heat.

5 Conclusions
A microcalorimeter with nJ K−1 sensitivity is developed, and a

pulse calorimetry system is constructed for thin-film heat capacity
measurement. The microcalorimeter has a very small heat capac-
ity �21.7 nJ K−1 at 300 K� and can be heated up at an ultrafast
heating rate �100–200 K ms−1� with only several milliwatts in a
vacuum, which satisfying the requirements of micropulse calorim-
etry. Optimization on the structure and data processing methods of
the microcalorimeter improved the thermal isolation, temperature
uniformity, and calculation errors, and these efforts efficiently re-
duced the heat capacity measurement error. The heat capacities of
the polycrystalline copper thin films with a thickness from 20 nm
to 340 nm are measured in the temperature range from 300 K to
420 K in a vacuum of 10−3 Pa. The specific heat of the sample
films is estimated. Results show that the specific heat of the cop-
per films increases with the decrease in crystalline size and film
thickness. We suggest that the grain boundary, defects, surface,
and interface components of the films are responsible for the en-
hancement of the specific heat. Comparing with the size effect on
the thermal conductivity of a nanothin film, which is usually more
than one order of magnitude smaller than the bulk value, the en-
hanced heat capacity of thin films is relatively small. Thus simply
using specific heat value of bulk copper in thermal models for
microsystems is still acceptable in most cases.
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Nomenclature
� 	 temperature coefficient of resistance

�ppm °C−1�

Fig. 10 Specific heat of the copper films

Fig. 11 cp film/cp bulk versus the crystalline diameter d at T
=350 K
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C 	 heat capacity �nJ K−1�
cp 	 specific heat at constant pressure �J kg−1 K−1�
cv 	 specific heat at constant volume �J kg−1 K−1�
D 	 constant
d 	 crystalline diameter �nm�
G 	 equivalent thermal conductance �W K−1�
I 	 electric current �mA�

m 	 mass �kg�
P 	 power consumption at steady state �mW�
Q 	 thermal power �mW�
T 	 temperature �K�
t 	 time �ms�

V 	 voltage ��m3�
� 	 X-ray wavelength �Å�

Subscripts
absorb 	 absorbed by the calorimeter to increase its

temperature
bulk 	 copper bulk material

empty 	 empty calorimeter
film 	 copper sample film

in 	 input
loss 	 heat loss from the calorimeter to the

surrounding
R 	 resistance of heater/thermometer
r 	 standard resistance
s 	 solid beams
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1 Introduction
The transition from diffusive-to-ballistic heat transport is a rel-

evant topic in nanosystems �1,2�. Many studies are focused on a
steady-state effective thermal conductivity, which depends on the
Knudsen number, i.e., on the ratio of the mean free path � to the
characteristic length L of the system. For � /L�1 the regime is
diffusive and for � /L�1 it is ballistic. However, nonsteady states
are also of much technological interest because of the high-
frequency operation of many microdevices.

It is widely accepted that classical heat transport equations like
Fourier equation �FE� or Maxwell–Cattaneo equation �MCE� are
not valid at the ballistic regime when the mean free path of the
carriers is of the same order as the typical size of the system.
There are two main reasons for this inadequacy. First, the high
value of bulk thermal conductivity predicts much higher fluxes
than those obtained in experiments, and second, the boundary
conditions usually imposed on these equations lead to an exces-
sively high flux in the temperature imposition side.

Several approaches have been used to model the heat evolution
on these systems �1� starting from microscopic bases. These equa-
tions are usually cumbersome and numerical methods are needed
to obtain their solutions; thus, looking for simpler phenomeno-
logical equations leading to reasonable predictions may be useful
from the practical point of view as they offer a preliminary ap-
proach, which may be refined later by means of cumbersome but
more precise methods after having in a fast and efficient way the
most promising physical conditions for the device operation.

Here, we analyze some of these proposals to understand the
origin of their differences with respect to the classical equations.
This knowledge could help us to obtain simpler equations allow-
ing us to obtain analytical approximate expressions easier for
practical purposes. For the sake of a more direct comparison, we
use the same system in all cases, that is, a unidimensional rod
initially at a homogeneous temperature Tc, which at time t=0 is
suddenly put in contact with a heat source at temperature Th at
x=0 and kept at T=Tc at x=1.

Apparently, this situation should not present a special problem
regarding boundary conditions, but in physical terms, its implica-
tions are rather different in the ballistic regime than in the classi-
cal �diffusive� regime. Whereas in the latter the heat remains ini-
tially in a thin layer of a width comparable to the mean free path
and heats it very fast in such a way that its temperature rapidly
approaches that of the source wall, in the ballistic regime heat is

rapidly distributed in the whole system. Thus, the classical situa-
tion corresponds to imposing a temperature at x=0, whereas in the
ballistic domain it seems more suitable to represent this situation
as imposing a heat flux on the mentioned wall.

In this article we show that by a suitable choice of the boundary
conditions and the use of an effective thermal conductivity that
takes under consideration the size of the system we can reduce the
difference between thermodynamical and kinetic approaches. We
examine the role of these boundary conditions in four models
proposed for the dynamical description of ballistic heat transport
by Joshi and Majumdar �3�, Chen �4,5�, Naqvi and Waldenstrøm
�6�, and Alvarez and Jou �7,8�. The two first ones stem from
solutions of the Boltzmann equation, whereas the two latter ones
focus their interest at a more macroscopic and phenomenological
level.

2 Heat Transfer Equations
Although the starting point for all the models in this analysis is

the same, that is, the Boltzmann equation, the methods to solve it
are different in each proposal. In this section we briefly sketch
how to obtain the different equations starting from the Boltzmann
equation, with the aim to unify them giving a general scope of the
topic. For a detailed explanation of each model we recommend
the original references of each author �3,5,6,8�.

The Boltzmann transport equation for the velocity distribution
function f of the energy carriers in the relaxation time approxima-
tion is

� f

�t
+ v ·

� f

�r
=

f − f0

�
�1�

where v is the group velocity, � is the relaxation time, and f0 is the
equilibrium distribution function.

From the distribution function we can obtain the energy mo-
ments by multiplying it by ��D and v��D, where D is the
phonon density of states and � is the frequency of phonons, and
integrating in the frequency. The first moment is the mean energy
�,

� =�
�

�
0

�D

�
p

fq�x,t���p�q�D���d�d� �2�

and the second is the heat flux q by

q =�
�

�
0

�D

�
p

vp��,	�fq�x,t���p�q�D���d�d� �3�

where d�=sin �d�d	 is the differential solid angle, �D is the
Debye frequency, and the sum is over different polarization
branches. By multiplying all terms of the Boltzmann equation by
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the corresponding factors and integrating we obtain the transport
equation for these moments. The first two equations, correspond-
ing to the mentioned moments, are

� � f

�t
��Dd�d� +� v ·

� f

�r
��Dd�d� =� f − f0

�
��Dd�d�

�4�

and

� � f

�t
v��Dd�d� +� v2 ·

� f

�r
��Dd�d�

=� f − f0

�
v��Dd�d� �5�

In both expressions the sum over polarizations is implicit and we
have grouped all integrals under the same symbol. After integrat-
ing these equations we obtain their thermodynamic correspon-
dences

��

�t
+ � · q = 0 �6�

and

�
�q

�t
+ 
 � · T = − q �7�

Equations �6� and �7� are, respectively, the energy conservation
and the transport equation for heat flux. Equation �7� is the
Maxwell–Cattaneo equation. We can combine Eqs. �6� and �7� and
using the relation d�=cvdT with cv as the specific heat per unit
volume we obtain the hyperbolic heat equation.

�
�2T

�t2 +
�T

�t
= �

�2T

�x2 �8�

If we consider that heat flux variations are not important in Eq.
�7�, that is, ��q /�t�q, we obtain instead of the hyperbolic equa-
tion the classical

�T

�t
= �

�2T

�x2 �9�

These classical steps can be generalized to obtain more general
equations to describe heat transfer through more general systems
like nanoscale devices. We can find the equations for higher-order
moments �namely, the flux of the heat flux, related to the integral
of vv��, and in general, the flux of order n, Q�n�, related to
v¯�n�v��� and then combine all of them into the zero order equa-
tion �energy conservation� to obtain the heat equation of order n
�9�. If we go to the second order we can obtain, for example, the
Guyer–Krumhansl equation �9,10�.

The order n of the moment expansion to be used in a model
must be higher as the mean free path of the carriers becomes
longer. For systems with ballistic phonons, where the mean free
path is of the order of the device, we should go to very high
orders. In Refs. �8,9� it is shown how to work with an infinite
order moment expansion by Fourier transforming all the equations
and grouping them analytically into a continued-fraction expan-
sion leading to a size-dependent effective thermal conductivity.
The resulting equation is

�T

�t
= − 
�L��2T �10�

with the size-dependent thermal conductivity given by


�L� =

0L

2

2�2�2��1 +
4�2�2

L2 − 1	 �11�

From here we have considered that highly nonequilibrium ex-
pressions are obtained by considering higher-order moment ex-
pansions. Other methodologies propose to find different expres-
sions by splitting the whole distribution function in subsystems
containing different kinds of particles. This method is used in two
of the equations that were analyzed. Joshi and Majumdar �3� di-
vided the system in two systems with particles traveling in the
positive and negative directions, respectively, to the heat flow di-
rection, and Chen �5� split it in a diffusive group of carriers with
a very short mean free path and a ballistic group of carriers with a
large mean free path.

Following the same nomenclature as Refs. �3,5� we define the
phonon intensity I from the distribution function f by

I��,�,	,x,t� = �
p

vp��,	�fq�x,t���p�q�D��� �12�

where v is the phonon group velocity, �� is the phonon energy,
and D is the density of states. � and 	 represent the azimuthal and
polar angles and p is the polarization.

Multiplying the Boltzmann equation by v��D we can write the
equation for the phonon intensity

�I�

�t
+ v · �xI� =

I�
0 − I�

��

�13�

This expression is equivalent to Eq. �5� in the moment expansion.
Joshi and Majumdar �3� and Chen �5� solved this equation by
using the separation of the whole system in subsystems with dif-
ferent properties. Joshi and Majumdar �3� split the system in a
distribution function for the carriers traveling in the direction of
the heat flux I+ and another distribution with phonons going in the
opposite direction I−.

In Chen’s model �5�, the phonon intensity is split in diffusive
and ballistic parts I= Id+ Ib. Both distributions follow expressions
similar to Eq. �13� with only one difference, that is, the diffusive
distribution relaxes to I0d while the ballistic distribution relaxes to
0. The final ballistic-diffusive equation �BDE� obtained after inte-
gration is

�
�2�

�t2 +
��

�t
= ��2� − � · qb �14�

where � is the temperature defined from the energy stored in the
ballistic part of the system and qb is the ballistic heat flux obtained
numerically from solving the Boltzmann equation describing the
behavior of Ib. This last process is possible due to the fact that
ballistic phonons relax to 0 and their distribution function has an
exponential form. One of the main drawbacks of this method is
that the splitting of the system in parts makes it difficult to define
a temperature on the whole system.

In Secs. 2.1–2.3 we describe the solution of the four models in
a simple unidimensional rod that helps us to compare their results.

2.1 Equation of Phonon Radiative Heat Transfer (EPRT).
As commented before, Joshi and Majumdar �3� solved the Boltz-
mann equation in a unidimensional rod in the x axis by splitting
the phonon energy-flux distribution in two contributions. Con-
cretely, in a unidimensional rod we have a distribution for
phonons traveling in the positive x direction I�

+ and the other for
phonons in the opposite direction I�

−. The equations for the corre-
sponding distributions, following the same nomenclature as in
Ref. �3�, take the form

�I�


�t
+ v�

�I�


�x
=

1

2�
−1

1

I�d� − I�


��

�15�

where � is the phonon frequency, v is the phonon group velocity,
�=cos � is the cosine of the azimuthal angle between velocity of
phonons and the direction of heat propagation, and �� is the re-
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laxation time for phonons of frequency � at temperature T.
The boundary values imposed by these authors on the men-

tioned unidimensional rod problem are, for t�0,

I�
+�t,�,x = 0� = I�

0 �Th� �16�

I�
−�t,�,x = 1� = I�

0 �Tc� �17�

where I�
0 �T� is the Bose–Einstein equilibrium distribution at tem-

perature T.
To obtain the temperature of their solution there is the draw-

back that the actual distribution function does not follow any equi-
librium distribution form. To avoid this, they calculate the tem-
perature of an equilibrium Bose–Einstein distribution that has the
same mean energy as the phonon distribution of their solution.
This is a reasonable choice but one has to be aware of the fact that
in the integral average process, the detailed information contained
in the distribution function is lost.

The solutions for this method are not represented in this article
but they are very similar to those obtained by Chen �5�, plotted in
Fig. 2. It can be observed that a significant modification in the
temperature profile as the size of the system is reduced and a
reduction in the heat flux profiles both in the transient behavior
and the stationary state with respect to those corresponding to the
classical situation. This is physically meaningful because a reduc-
tion in this kind is found in actual systems at steady states.

2.2 Ballistic Diffusive Equation (BDE). Chen �4,5� devel-
oped a BDE approach to gradually introduce ballistic phonons in
the equations as the size of the system becomes small enough. He
also started from the Boltzmann equation but split the distribution
function in two parts: one for ballistic phonons, traveling large
distances after they collide, and the other for classical diffusive
phonons. In the unidimensional rod, Chen �4,5� included a ballis-
tic phonon source at the hot end. Due to the low collision rate,
ballistic phonons decay slowly as they go through the system.
Ballistic phonons, when colliding with an internal part of the sys-
tem, act like a heat source in the diffusive equation, which takes
the final form

�
�2T

�t2 +
�T

�t
= �

�2T

�x2 −
�qb

�x
�18�

where qb is the heat flux coming from ballistic phonons. This flux
is obtained from the ballistic expression also coming from the
starting Boltzmann equation. Note that the last term on the right-
hand side of Eq. �18� can be understood as an energy supply to the
system and, consequently, is an imposed value on the diffusive
equation. The boundary conditions are taken to be

�
�T

�t
+ T = 

2�

3

�T

�x
�19�

where � is the mean free path of the phonons. The positive and
negative signs in the right-hand side correspond to the left or right
ends of the system, respectively.

BDE approach achieves a good agreement with the EPRT so-
lutions. However, as Chen said in Ref. �5�, the model suffers from
an ill definition of temperature, as in the process of dividing the
system and then calculating the temperature one often is not sure
of the meaning of this equilibrium value. In order to minimize the
effects of this temperature choice, Chen �4,5� rescaled the ob-
tained value to compare different solutions.

Chen �4,5� based his development on a Maxwell–Cattaneo-like
equation instead of choosing a Fourier-like equation. MCE is a
wave equation, and the solutions coming from it are recognizable
by the appearance of a wave front traveling through the system.
Instead, in EPRT, solutions do not show any trace of these wave
fronts. The amplitude of the obtained wave front is smaller than
the one obtained by classical MCE because the heat source in
BDE is spatially distributed over the system instead of being in-
jected across the boundary surface.

2.3 New Heat Equation (NHE). Naqvi and Waldenstrøm �6�
proposed to use a modified Fourier equation obtained from a
Brownian motion approach. Their proposal is to include a relax-
ational time dependence on the diffusivity. Their new heat equa-
tion �NHE� has the form

�T

�t
= ��1 − e−t/�R�

�2T

�x2 �20�

It is a little difficult, from the physical point of view, to think
about an explicitly time-dependent thermal conductivity, as it im-
plies a synchronization between the imposition of a heat source
and this bulk parameter. In spite of this, Eq. �20� leads to tempera-
ture profiles that fit correctly to EPRT solutions without artificial
wave fronts, in contrast to BDE.

Although the physical meaning of the NHE is doubtful, we
have included it in this study because the time-dependent factor
has some common aspects with our proposed boundary equations.

3 Boundary Conditions
In order to obtain an improved version of Fourier equation valid

for nanoscale systems, we focus our attention on an aspect from
the previous equations that, from our point of view, has not been
sufficiently studied in the bibliography, namely, the boundary con-
dition selection.

When Joshi and Majumdar �3� and Chen �4,5� compared their
solutions with that obtained from classical FE and MCE they did
not emphasize enough the fact that the boundary conditions are
not equivalent in the different equations. For the classical models
the differential equations are

�T

�t
= �

�2T

�x2 �21�

with � the classical bulk heat diffusivity for the FE and

�R

�2T

�t2 +
�T

�t
= �

�2T

�x2 �22�

for the MCE. They suggested to use the usual initial and boundary
conditions

t = 0, T = Tc, and T�x = 0� = Th, T�x = 1� = Tc �23�
in both equations. These implies an abrupt and instantaneous tem-
perature rise from the low initial value to the high heat source
temperature while, in their models �3–5�, they used a gradual in-
crease in temperature at the heated side as a consequence of the
fact that their imposed conditions are fluxes �I0 in EPRT and qb in
Chen’s �4,5� model� rather than temperatures. As a consequence,
the authors compare different situations and could not strictly con-
clude that their models are a better approach to heat conduction
when ballistic phonons are considered.

4 Extended Fourier Equation (EFE)
As previously commented, the main drawbacks of using the

Fourier equation to describe heat transport on nanosystems are
basically the high bulk thermal conductivity and the impossibility
to describe the behavior of ballistic phonons. In small systems,
boundary effects reduce the thermal conductivity from its bulk
value, and a contact with a heat source is more likely an imposed
flux than an imposed temperature.

Here, we propose to use the Fourier-like equation �10� with the
effective thermal conductivity 
�L� and change the boundary con-
ditions and the thermal conductivity in order to compare the cor-
responding results with those of the presented models. For the
thermal conductivity we use Eq. �11�, which describes the reduc-
tion in the bulk conductivity by the small size of the system.
Concerning the boundary conditions, a detailed analysis must be
made. For x=1 we suggest to use the same boundary conditions as
Chen �4,5�, that is, Eq. �19� with the minus sign. This is a reason-
able choice as it states that the difference between the radiation
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heat going outside at T from the system and the incoming heat at
Tc=0 is precisely the heat supplied for the system by diffusion.

In contrast, the boundary condition at x=0 adds up a difficulty
when analyzed from the Fourier classical point of view. When
Chen �4,5� modeled the boundary at x=0, he imposed the same
equation as the one chosen for x=1 as he considered that there is
no heat source for the diffusive phonons. This is a reasonable
choice if one considers that the heating of the system is not com-
ing from the boundary but from an energy supply in the differen-
tial equation �18�. However, this is not a suitable choice for an
extended Fourier equation �EFE� as we are not adding the heat
supply of the ballistic term in Chen’s �4,5� equation. Consequently
we have to add the heat flux supply in Chen’s �4,5� proposal for
this side.

Here we suggest to analyze the boundary conditions starting
from the relaxational equation

�
��T

�t
+ �T = qR �24�

where �T=Th−T is the difference between the source temperature
Th and the instantaneous temperature at the frontier of the system,
q is the heat flux, and R is the boundary heat resistance. The
right-hand term expresses that the temperature difference does not
tend to zero but to a value depending on the transport properties of
the contact materials. As we are now focusing on the evolution
equations we differ a detailed study of this term, giving it for the
moment the meaning of a jump of temperature at the boundary
when stationary state is reached. Naqvi and Waldenstrøm �6� mod-
eled this situation by imposing the conditions T�−�x ,0�=Th and
T�1+�x ,0�=Tc, where �x is a length calculated from Chen’s �4,5�
solutions. These conditions state that Th is actually imposed at a
distance �x before x=0, and Tc is imposed �x after x=1 to mod-
elize the jump temperature at the walls due to thermal boundary
resistance. It must be noted that the general solution of the homo-
geneous case of Eq. �24� �that is R=0� has the same form as the
correction time-dependent factor accompanying thermal diffusiv-
ity in NHE �20�.

It is widely accepted that steady-state solution of Fourier clas-
sical equation for the temperature profile is valid in nanosystems
if one introduces the concept of thermal boundary resistance at the
interfaces, so Eq. �24� seems a more suitable choice in order to
compare the solution of Fourier equation with that obtained from
Boltzmann based formalisms.

We can rearrange Eq. �24� in the form

�
�T

�t
+ T = Th − qR �25�

That condition has a similar form as the boundary condition �19�
proposed by Chen �4,5� if we note that it is a differential equation
that raises exponentially the temperature from the initial value to
an asymptotic value. In Chen’s �4,5� condition, this final value
depends on the temperature gradient and in the final solution, a
balance between the rise on the temperature and its local gradient
is achieved.

5 Discussion and Results
In Fig. 1 we plot the solutions obtained from EFE �21� with

Eqs. �25� and �19� as boundary conditions for x=0 and x=1 at
different flow regimes expressed by the Knudsen number �� /L�.
The value of the thermal boundary resistance in Eq. �25� is se-
lected in order for the final solution to converge to the same tem-
perature value as the EPRT solution.

In Figs. 2 and 3 we plot the equivalent plots for the ballistic-
diffusive equation and EPRT, respectively, with those plotted in
Fig. 1. The plots for NHE are not included in this article as they
are similar to those of EPRT at least in the one-dimensional situ-
ation examined here.

In experimental devices, Joule heating in a metal is usually
used as a heat source �11�. In this kind of experiments the con-
trolled parameters are voltage and intensity. In our opinion,
boundary condition �25� seems to be more realistic to model this
kind of imposed heating, as the system in contact with the heat
source feels a heat flux and not an abrupt change in its tempera-

(b)

(a)

(c)

Fig. 1 1 Plots showing temperature profiles at different nondi-
mensionalized times for different flow regimes depending on
its Knudsen number. Profiles are obtained following Eq. „21…
with boundary conditions „19… and „25… at the x=1 and x=0
ends, respectively, with T0i=1 and T1i=0. Thermal conductivity
is given by Eq. „11….
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ture as our interest is in the dynamical equations describing the
transient behavior after a sudden rise of temperature at the bound-
ary x=0.

It can be seen that EFEs with the boundary conditions �19� and
�25� have similar solutions to those of EPRT and Chen’s �4,5�
models and lead us to conclude that their solutions differ from
classical solutions by the fact that heat enters the system in a
gradual way and not abruptly, as conditions �23� indicate. It also

indicates that it is not necessary that heat enters in a distributed
way as the ballistic term in Chen’s �4,5� model imposes.

Some differences appear between BDE and EPRT solutions
�Fig. 2� and that of EFE �Fig. 1� at the side where the heat enters
the system. Following EPRT �3� on this side, at t=0 we have a
distribution formed by half of the carriers at temperature Th and
the other half of the carriers at temperature Tc. Thus, one obvi-
ously obtains for the joint temperature T= �Tc+Th� /2. This is the
boundary condition at t=0, but as time evolves, heat enters into

(b)

(a)

(c)

Fig. 2 Plots showing temperature profiles at different nondi-
mensionalized times for different flow regimes depending on
its Knudsen number for ballistic-diffusive equation. Profiles are
obtained following Eq. „18… with boundary conditions „19… at
the x=1 and x=0 ends with T0i=1 and T1i=0.

(b)

(a)

(c)

Fig. 3 Plots showing temperature profiles at different nondi-
mensionalized times for different flow regimes depending on
its Knudsen number for EPRT equation. Profiles are obtained
following Eq. „15… with boundary conditions „16… and „17… at the
x=1 and x=0 ends with Th=1 and Tc=0.
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the system coming from the energy exchange between the positive
and the negative distributions I�

+ and I�
− �particles going to the

right and those going to the left�. This heat exchange is due to the
collision term and is observable in the solution as the temperature
at x=0 rises. The positive distribution is always kept at Th but the
distribution in I�

− raises its temperature with time. As a result,
EPRT solution raises abruptly the temperature at t=0 from Tc to
�Th+Tc� /2 on x=0 and afterward it rises continuously to the final
temperature. With our boundary condition instead, temperature
rises always in a continuous form from Tc at t=0 as the heat
gradually enters the system. It must be noted that despite this
difference, the general trends of the temperature profiles do not
change significantly and mainly that steady-state profiles are iden-
tical in both equations.

A criticism that could be made to Eq. �25� is that boundary
resistance is a new parameter imposed over the system, and the
accuracy of the approach depends on this new value. But by the
comparison between Eqs. �25� and �19� it seems reasonable to
interpret the resistance term as some value related to the equilib-
rium between radiation and diffusion on the system’s boundaries.

A second point to be analyzed is the definition of temperature in
all of the models. In EPRT and Chen’s �4,5� models, an equilib-
rium equivalent value is obtained. This leads the authors to warn
about the fact that temperature does not have their usual thermo-
dynamic meaning. An unsuitable choice in the definition of tem-
perature can lead to an incorrect interpretation of the final results.
In our thermodynamical based model, temperature is consistently
defined, as thermodynamical relations are still valid. Anyway, the
most suitable definition of temperature among the several possible
definitions out of equilibrium is still an open problem, which re-
ceives an increasing attention �for a wide review on temperature
in nonequilibrium situations, see Ref. �12��.

6 Conclusions
We have seen that a suitable modelization of the boundary con-

ditions allows us to use an extended Fourier equation to model
heat conduction at the ballistic regime. An important question to
discuss is whether it is better to start from the Boltzmann equation
to solve it for the distribution function, and then obtain thermo-
dynamical values by integration, or directly obtain an averaged
equation with effective transport coefficients for the thermody-
namic quantities in order to obtain the equation for the mean value
of these parameters.

In nonequilibrium thermodynamic models, the second approach
is more usual, that is, the behavior of the distribution in terms of
the velocity does not offer much corrections to the thermodynamic
mean values after the average process. Nonequilibrium formal-
isms imply as well a way to calculate thermodynamical properties
far from equilibrium by the use of successive corrections depend-
ing on the transport properties. This kind of formalism has the
advantage of being self-consistent from the thermodynamic per-
spective, maintaining thermodynamical relations intact, and al-

lows us to speak of values like temperature without the need of a
definition depending on the requirements of the model.
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Nomenclature
� � thermal diffusivity
cv � specific heat
D � density of states
I � intensity of the phonon energy flux

Kn � Knudsen number
� � mean free path of phonons
f � velocity distribution function
L � characteristic length of the device


0 � bulk thermal conductivity

�L� � size-dependent effective thermal conductivity

q � heat flux
R � thermal boundary resistance

Th � applied temperature
Tc � base temperature
� � relaxation time
v � phonon velocity
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Sensitivity of the Human Comfort
Equation and of Free Convection
in a Vertical Enclosure as
Examples of the Use of Global
Sensitivity to Evaluate Parameter
Interactions
Many models of engineering and scientific systems involve interactions between and
among the parameters, stimuli, and physical properties. The determination of the ad-
equacy of models for predictions and for designing experiments generally involves sen-
sitivity studies. Good designs mandate that the experiments be sensitive to the parameters
sought with little interaction between them because such interaction generally confuses
the estimation and reduces the precision of the estimates. For design purposes, analysts
frequently want to evaluate the sensitivities of the predicted responses to specific vari-
ables, but if the variables interact it is often difficult to separate the effects. Global
sensitivity is a technique by which one can evaluate the magnitude of the interactions
between multiple variables. In this paper, the global sensitivity approach is applied to the
human comfort equation and to free convection in a rectangular enclosure. It is found
that when occupants are uncomfortable, there is little interaction and that one can predict
the effects of changing several environmental conditions at once by adding the separate
effects. But when occupants are comfortable, there is a large interaction and the effects
cannot be treated separately. Free convective heat transfer in an enclosure is a function
of the Rayleigh number Ra and the aspect ratio H /W, and the flow field changes from
unicellular to multicellular as Ra increases. There is a strong interaction for H /W�2 but
little for H /W�2. �DOI: 10.1115/1.3194759�

Keywords: sensitivty, global sensitivity, interactions, uncertainty, free convection, human
comfort

1 Introduction
Mathematical models to simulate or describe scientific and en-

gineering systems involve constants or material properties, which
we term “parameters,” and forcing functions such as ambient con-
ditions and energy inputs, which we term “stimuli.” We will use
the term “variables” to refer to both parameters and stimuli.

Estimates of the sensitivity of the model to the different vari-
ables are widely used in the development of the model, in the
interpretation of the results, and in the evaluation of the model.
Most of the sensitivity studies are based upon local sensitivities
found from the first derivative of the response to the variable,
which is the first term of the Taylor series expansion of the re-
sponse with respect to the variables.

With few exceptions, the response of such models is affected by
nonlinear interactions between the variables. When a response is
said to involve an “interaction,” it is meant that the response can-
not be characterized as a sum of functions, each of which is a
function of only one variable. A precise mathematical definition of
interactions is given in Sec. 6. Local sensitivities are insufficient
to evaluate the interactions. In addition, it is not clear what metric

should be used to characterize the interactions. One might com-
pare the second order terms in Taylor’s series to the first order
terms, but even then what magnitude is indicative of a strong
interaction is unknown.

As examples of interactions, we investigate two problems:

�a� the sensitivity of the comfort model that is used as an
indication of the thermal comfort level of a homogeneous
group of people

�b� the sensitivity of the laminar two dimensional free con-
vection flow in a vertical enclosure

The comfort equation is not familiar to many in the heat trans-
fer community and is reasonably complicated, and we begin the
paper with its development. On the other hand, the free convec-
tion problem is well known, and the sensitivities examined will be
presented at the end of the paper without a detailed discussion of
the model.

2 The Comfort Model
The comfort model is based upon work done by Fanger �1� with

university students in the 1960s. It was found from laboratory
tests in a controlled environment that the subjects stated that they
were comfortable when their skin temperature and the evaporative
heat lost were related to their metabolic heat generation level by
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Tskin = Ask + BskM = 35.7 − 0.028�M − W� �1a�

Qsweat = Asw + BswM = 0.42��M − W� − 58.15� �1b�
These equations were derived by fitting the data shown in Fig. 1
and subtracting the respiration and passive skin diffusion losses
from the evaporative losses. While the fit of the skin temperature
is reasonable, r2=0.62, that of the evaporative loss is clearly very
poor, r2=0.4, raising questions about the impact of uncertainties
in the coefficients of Eq. �1b�. Given values of ambient air tem-
perature and velocity, mean radiant temperature, relative humidity,
metabolic rate, and clothing resistance, one solves the nonlinear
equation energy conservation equation �Eq. �2�� for the convective
and radiant heat losses per unit surface area,

Tsk − Tcl

Rcl
= hc�Tcl − Ta� + ���Tcl

4 − Tmr
4 � �2�

For a given metabolic heat generation rate M and mechanical
work W �almost always taken to be equal to 0�, the heat load L is
defined to be the difference between M −W and the heat which
would be lost under comfortable conditions through clothing,
sweating, diffusion from the skin, and respiration. Metrics known
as the predicted mean vote �PMV� and predicted percent dissatis-
fied �PPD� are defined in terms of L by Eqs. �3b� and �3c� with
their characteristics given in Table 1,

�3a�

PMV = L�0.303e−0.036M + 0.028� �3b�

PPD = 100 − 95e−0.03353PMV4−0.2179PMV2
�3c�

The constants in Eq. �3� were derived from physiological data,
and their evaluation is fully described in Ref. �1�. The PMV equa-
tion was found by least-squares fitting of the comfort sensation
values to the computed values of L �p. 113 of Ref. �1�� and the
PPD from a probit analysis �p. 130 of Ref. �1��. These equations
clearly show how complex the evaluation of the PMV and PPD
and the nature of the interaction are, but not its extent.

3 Validity of the Comfort Equation
Discussions of the use and validity of the thermal comfort equa-

tions can be found in Humphreys and Nicol �2�, deDear and
Brager �3�, Brager and deDear �4�, and Parsons �5�. There have

been many studies of the thermal comfort of people that have
included sufficient information to compute the PMV. Some of the
studies have supported the equations, while others have found
discrepancies. deDear and Brager’s �3� seminal review of the lit-
erature showed that the PMV is unbiased when used to predict
comfort in air conditioned buildings but overestimated the subjec-
tive warmth sensations of people in naturally ventilated buildings.
Humphreys and Nicol �2� performed statistical analyses of the
data, concluded that the range of applicable variables was much
less than that suggested by ASHRAE �6� and ISO �7� �e.g., the
ambient air temperature should be in the range of 10–30°C�, and
suggested other limits �e.g., the air temperature should not exceed
19°C�. Brager and de Dear �4� described some ten different ef-
fects which constitute potential explanations for the differences
observed between predicted and observed thermal sensations.
They also showed that comfort is statistically related to the exter-

Table 1 Thermal sensations

State PMV
PPD
�%�

Cold �3
Cool �2 76
Slightly cool �1 27
Neutral 0 5
Slightly warm 1 27
Warm 2 76
Hot 3
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Fig. 1 „a… Skin temperature as a function of metabolic rate. „b…
Evaporative heat loss as a function of metabolic rate.
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nal climate with the occupants showing some form of adaptation
related to their expectations conditioned on the external tempera-
tures.

Some of the discrepancies may be attributed to measurement
errors of the PMV, some to such a simple equation representing a
complex physical, psychological, and physiological system and
some to the application of a steady state model to a constantly
changing dynamic system. Rohles �8� looked at the comfort equa-
tion from the point of view of a psychologist. He said that “we all
respond the same when exposed to extreme hot and extreme cold.
It is at the so called ‘comfortable’ temperatures that we differ the
most.” He concludes with the statement, “Although we may apply
heat transfer equations to people, they break down when we con-
sider the subtleties involved in human thermal comfort, not to
mention the subjective nature of its measurement. In conclusion,
recognition of this subjectiveness is paramount and basic to future
studies of humans and their thermal environments.”

Figure 2 compares the predicted and observed thermal sensa-
tions for occupants in air conditioned and naturally ventilated
buildings. In controlled environments, the comfort equation does
well, but in naturally ventilated buildings the discrepancy is large.

In spite of the concerns voiced by Rohles �8� and others and of
the recognition of the level of error associated with the PMV
model, it is the current international standard for designing for
comfort and we will investigate its sensitivities to uncertainties in
the variables and to determine under what conditions these vari-
ables interact.

4 Local Sensitivity
Sensitivity is generally thought of as the change in the response

when variable changes, i.e., the slope of the response surface. Let
the N varying parameters be denoted by xi, 1� i�N, and let X
denote the set of these parameters. xi

0 represents a nominal value
of xi, and �xi=xi−xi

0 is a change in xi. Expanding the response
R�x1 , . . . ,xN� about the nominal values in a Taylor series, for ex-
ample, for two variables, gives

R�x1,x2� = R0 +
�R

�x1
�x1 +

�R

�x2
�x2 +

1

2
� �2R

�x1
2 �2x1 +

�2R

�x2
2 �2x2

+ 2
�2R

�x1 � x2
�x1�x2� �4�

The scaled local sensitivities are defined as

si = xi
0 �R

�xi
�5�

While the scaled sensitivities give one a feeling for the nature of
the surface, they are strong functions of x1

0 , . . . ,xn
0 and may not

give an accurate picture of the nature of the response surface. For
the response surface plot shown in Fig. 3, the evaluation of the
sensitivities for Icl�1 at small values of the air velocity gives a
picture very different from that for Icl�1, where the surface is
very smooth.

5 Global Sensitivity
Since �R depends upon the direction one moves on the re-

sponse surface and the extent of the move, a better metric is
needed for rapidly varying responses. Global sensitivity is defined
in terms of the impact that a change in a variable has upon �R and
is measured in terms of the fraction of the variance of R due to a
specific variable. For smooth response surfaces where the first
order terms of the Taylor series are a good representation of �R, if
the variables xi , . . . ,xN are statistically independent we have

S1 = global sensitivity of R to changes in x1 �
s1

2��2�x1�
VX�R�X��

�6�

where ���x1� is the coefficient of variation of x1 and VX�R�X�� is
the variance of R, defined as
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Fig. 2 Comparison of predicted and observed thermal sensa-
tions in air conditioned and naturally ventilated buildings
„adapted from Ref. †5‡…
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Fig. 3 „a… PPD„Icl ,V… for PPD evaluated at the comfort condi-
tions for M=1 met, rh=50%. „b… f12„Icl ,V… for PPD evaluated at
the comfort conditions for M=1 met, rh=50%.
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VX�R�X�� =�
X

�R�X� − EX�R�X���2p�X�dX

where EX�R�X�� =�
X

R�X�p�X�dX �7�

EX�R�X�� is the expected �average� value of R�X� and p�X� is the
joint probability of x1 , . . . ,xN.

If the second or higher order terms are important, then evaluat-
ing Si using Eq. �6� is not sufficient and some method must be
developed to account for the higher order terms and for the varia-
tion in Si over the response surface.

Sobol �9� introduced the idea of expanding the response in the
form

R�x1, ¯ ,xN� = f0 + 	
i=1,N

fi�xi� + 	
i=1,N

	
j�i

f ij�xi,xj�

+ 	
i=1,N

	
j�i

	
k�j,i

f ijk�xi,xj,xk�

+ . . . f ijk¯N�xi,xj,xk, ¯ ,xN� �8�

where

f0 =� R�x1, ¯ ,xN�p�x1, ¯ ,xN�dx1, ¯ ,dxN �9a�

f1�x1� =� R�x1, ¯ ,xN�p�x2, ¯ ,xN�dx2, ¯ ,dxn − f0 �9b�

where all functions except f0 are orthogonal and of a zero mean.
f0 is the average value of R, f i describes the dependence of R on
xi alone, and f ij represents the second order interaction between xi
and xj, f ijk, the third order interactions, etc.1 The interaction terms,
f ij, are found by extending the procedure shown for f1�x1� �9�.

In terms of the representation of the second order Taylor series,
the functions f0 , f1�x1� , f2�x2� and f12�x1 ,x2� are

f0 = R0 +
1

2
� �2R

�x1
2 �2�x1� +

�2R

�x2
2 �2�x2�� �10a�

f1�x1� =
1

2

�2R

�x1
2 ��2x1 − �2�x1�� �10b�

f2�x2� =
1

2

�2R

�x2
2 ��2x2 − �2�x2�� �10c�

f12�x1,x2� =
�2R

�x1 � x2
�x1�x2 �10d�

The function f12 is related to the twist of the response surface, and
it is hard to visualize this. Figure 3�b� shows the behavior of f12
for x1= Icl and x2=Vair for the PPD evaluated at the comfort con-
ditions. �The integrations required were done numerically by sam-
pling the PPD on a fine grid.� Comparing the values of f12 with
the values of PPD, it is clear that there are significant interactions.

Since the functions are orthogonal and of a zero mean, the
variance is given by the sum of the expectations of the square of
each of the terms.

VX�R�X�� = 	
i=1,N

Ei�f i�xi�2� + 	
i=1,N

	
j�i

Eij�f ij�xi,xj�2� + . . .

�11�

where Ei� � represents the integration with respect to xi only and
Eij� � represents the integration with respect to xi and xj.

Using the definitions of f i, f ij, etc., it can be shown that the
global sensitivities, which are the expected values of f i,. . .,N

2 , are
given by

Si 

Vi�E−i�R�xi��

VX�R�X��
=

�xi
�E−i�R�X�xi�� − E�R�X���2p�xi�dxi

VX�R�X��
�12a�

where R �xi means that R�X� is a function of all of the parameters
except for xi, which is held fixed, and E−i means that the expec-
tation �integration� is taken over all variables except for xi.
Vi�E−i��R �xi��� represents how much the total variance is reduced
by knowing xi; that is, it is the sensitivity of R to xi.

The second order effects are found from

Si,j =
Vi,j�E−i,j�R�xi,j��

VX�R�X��
�12b�

Considering all possible sensitivities, we find

�13�

where there is a total of 2N terms in this expression. The sum of
the first order effects will be less than 1 by virtue of interactions
between the parameters.

Saltelli et al. �10� defined a total effect sensitivity for xi as

Si
T = 1 −

V−i�Ei�R�x−i��
VX�R�X��

�14�

This total effect represents the expected resulting variance that
would be left if all parameters except xi were known. Thus, it
represents the effect of parameter xi by itself and in its pair inter-
actions with xj, its triplet interactions with xj and xk, etc. These
two sensitivities, Si and Si

T, give a rather complete picture of the
effect of xi on the response of the system. Both are scaled to be
between 0 and 1. For Si, a value of 0 means that xi has no effect,
and a value of 1 means that it constitutes the entire variability of
the response. The sum of Si is always less than 1 because of the
neglect of the interactions. The sum of Si

T is always greater than 1
because the interactions are multiply counted. For independent
parameters, Si�Si

T.

5.1 Implementation. The evaluation of the sensitivities �Eqs.
�12a�, �12b�, and �14�� can be a computationally challenging task
for models that are complex. Saltelli et al. �10� suggested using
Sobol’s pseudo–Monte Carlo technique to perform the necessary
integrations. Monte Carlo integration typically requires many
thousands of evaluations for reasonable accuracy. In both this
problem and others, we have found that Gaussian quadrature is
more efficient and more accurate. For this study, we assumed that
the parameters are independent with normal distributions. For this
case and for models that are reasonably smooth with respect to the
parameters, five or at most seven quadrature points have proven to
be sufficient. For six parameters, this requires 7776 and 279,936
evaluations. The comfort model is simple enough that this is not a
major problem. However, for more complicated models, such as
in the free convection problem, it can clearly be an insurmount-
able stumbling block. Oakeley and O’Hagan �11� successfully
used Gaussian processes to reduce the number of evaluations.

1Sobol considered only uniform probability distributions of xi, but the method is
easily generalized.
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6 Additive Models
If the response R to a set of variables, x1 ,x2 , ¯ ,xn, can be

represented as the sum of functions, each of only one variable, as
shown in Eq. �15�, the model is said to be an “additive model,”

R�x1,x2, . . . ,xN� = f0 + f1�x1� + f2�x2� + ¯ fN�xN� �15�

where the constituent functions f i�xi� may be complex nonlinear
functions of the single parameter xi. Additive models have several
very desirable characteristics; among the most important are the
following:

�a� The behavior of the model with respect to any single
parameter, xj, can be determined without specifying any
of the other parameters.

�b� The maximum/minimum response is simply the sum of
the maximum/minimum values of each of the constituent
functions.

�c� The sensitivities and the confidence intervals of estimated
parameters are easily determined.

�d� Error analyses are simple to conduct.

Unfortunately, models of technical systems are rarely additive.
Instead, the model is usually a function of several parameters that

often occur in groups, e.g., Reynolds or Nusselt numbers. When
this happens, cross derivative terms appear in the Taylor series. As
a result of these cross derivatives, parameter estimation problems
may become much more complex, depending upon the magnitude
and the character of the interactions.

Clearly, the values of PMV and PPD are strong functions of
both velocity and clothing �Fig. 3�. Consider a room full of people
with different clothings and thus different reported values of PMV
and levels of dissatisfaction. If the model is additive, then as the
air velocity changes, each will report the same change in PMV
and PPD, regardless of their value of Icl. Thus, the heating, ven-
tilating, and air conditioning �HVAC� system operator need not
worry about how V and Icl will interact in causing changes in the
responses of individuals. While we will later show that the PMV
is only slightly affected by interactions, i.e., the model is primarily
additive, a plot of dPPD /dTa �Fig. 4�, suggests that the model for
PPD is not additive, displaying some unknown degree of interac-
tion, especially at low values of Icl. Unfortunately, simply looking
at graphs such as that in Fig. 4 does not enable one to quantify the
degree of interaction.

7 Global Sensitivity of PMV and PPD
The comfort equation �Eq. �2�� is based upon the equations for

skin temperature �Eq. �1a�� and for sweating �Eq. �1b��. These
were derived from the data shown in Fig. 2. Since the coefficients
derived from a linear regression are linked together, i.e., a change
in the weighting of the data or of a data point will lead to a change
in both coefficients, the coefficients are correlated. If a change is
made in Ask, it must be accompanied by a change in Bsk. Conse-
quently, questions that come to mind are: How sensitive are PMV
and PPD to the constants in these equations? Do these constants
interact in defining the PMV and PPD?

The sensitivities listed in Table 2 were based upon the 95%
confidence limits shown in the figures. The entries are for the
PMV and PPD affected by the variability in the skin equation
only, by the variability in the sweating equation only, and then by
the combined effect of the variabilities in both equations. The
diagonal entries, e.g., in the second row for the entry in the third
column labeled Bsk and in the column labeled Bsk, are the first
order sensitivities. The off-diagonal entries, e.g., for the entry in
the third column labeled Bsk and in the column labeled Ask, are the
second order interaction sensitivities.

From Table 2, it appears that there is no interaction for PMV,
but it is considerable for PPD. Although these results may appear
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Fig. 4 dPPD /dTa for M=1 met, rh=50%

Table 2 Global sensitivity to the constants in the skin and sweat equations evaluated at the
comfort conditions for M=1, Icl=1, V=0.5 m/s, and rh=50% with Ask, Bsk, Asw, and Bsw varying
over the 95% confidence range

Ask Bsk Asw Bsw Sum of interactions

PMV Sk and Sw Ask 0.20 0.00 0.00 0.00 0.00
Both Bsk 0.00 0.05 0.00 0.00 0.00

Uncertain Asw 0.00 0.00 0.00 0.01 0.01
Bsw 0.00 0.00 0.01 0.75 0.01

PMV Sk only Ask 0.79 0.00 0.01
Bsk 0.00 0.21 0.01

Sw only Asw 0.00 0.01 0.01
Bsw 0.01 0.99 0.01

PPD Sk and Sw Ask 0.02 0.31 0.00 0.44 0.47
Both Bsk 0.31 0.01 0.00 0.12 0.51

Uncertain Asw 0.00 0.00 0.02 0.01 0.01
Bsw 0.44 0.12 0.01 0.35 0.51

PPD Sk only Ask 0.42 0.55 0.55
Bsk 0.55 0.03 0.55

Sw only Asw 0.04 0.03 0.03
Bsw 0.03 0.93 0.03
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surprising at first, they are easily explained in part. For the PMV,
from Eq. �4� we see that it is proportional to the load L, which is
a linear function of the constants, Asw and Bsw in Eq. �1b�. The
convective and radiative losses are proportional to the skin tem-
perature Tsk, which is also a linear function of the constants in Eq.
�1a�. Thus, there should be no interactions between these con-
stants, in agreement with the values shown in Table 2.

By contrast, the PPD is a nonlinear function of the PMV and
thus of the constants. As discussed more fully in the following
section, when occupants are comfortable its sensitivity is strongly
affected by the interactions. Because of the interaction between
the constants Asw, Bsw, Ask, and Bsk, one must be careful to ensure
that the regression is a valid representation of the data. Unfortu-
nately, the lack of correlation of the evaporative heat loss, r=0.4,
raises serious doubts about the validity of the thermal model for
computing the level of dissatisfaction. On the other hand, the
PMV shows little interaction and thus appears to be a more reli-
able result.

Table 2 and subsequent tables of sensitivities are interpreted as
follows: For the row labeled Ask, the entries in the fourth column
are the sensitivities of the PMV to Ask and the entries in the fifth
column are the interaction between Ask and Bsk. The entries in the
eighth column are the total interaction between Ask and the other
parameters. Thus, for PMV there is no interaction between Ask and
the other parameters. However, there is an interaction between
Asw and Bsw.

The lack of interaction for the PMV means that one can esti-
mate the change in the PMV by simply adding the changes due to
V and Icl. This is true whether one is uncertain about the coeffi-
cients in the sweating or the skin temperature equations or both.
However, the uncertainty in the PPD is dominated by the uncer-
tainty in Bsw and its interactions and the interaction of Ask and Bsk.
Neither of these latter two coefficients is important in themselves,
only in their interactions; i.e., the sensitivity of the PPD to Ask is
only 0.02, but that to the interaction between Ask and Bsk is 0.31.

8 Global Sensitivity and Interactions Associated With
the Environmental Variables

In a typical office environment, it is unreasonable to expect that
all the occupants will be at the same level of activity, M, or wear-
ing the same clothing, Icl. As a consequence, there will be a range
of PMV and PPD values. What we are interested in is the ex-
pected value, i.e., the average values, and the variance of these
values. In particular, we would like to know how the spread of
PMV and PPD values is affected by the range of environmental
values. This, of course, will be dependent upon the probability
density distributions of the parameters. In these calculations, all
the variables were independent and normally distributed about the
nominal values.

For linear models, local sensitivity yields an accurate estimate
of the effects of the parameters. Unfortunately, the comfort model
has a complex nonlinear dependency on the variables. Estimating
the effects, and particularly the coefficients of Eq. �4�, is complex
and depends upon the magnitude and the character of the interac-
tions.

We assume that all of the variables are uncertain with coeffi-
cients of variation ranging from 0% �deterministic� to 20%. For a
nominal value of M =2, and the values of Ta shown in column 2,
the values of PMV and PPD are given in Table 3. Listed are the
local values �i.e., the deterministic values�, the expected values,
the standard deviation over the range of the uncertainty of the
parameters, and the sum of all of the interactions. The results are
surprising. For M =2, the comfortable temperature is Ta=17.4. For
Ta=25, which is outside of the comfort range, −0.5�PMV�0.5,
the expected value differs negligibly from the local value �the
deterministic value�, and the variation in the PMV �indicated by
its standard deviation� and the interactions between M and Ta are
unimportant.

In view of the complexity of the thermal comfort equations, this
does not appear to make sense. The PMV is proportional to L, the
difference between the metabolic heat generation and that which
would be lost under comfort conditions. M enters in through the
metabolic rate and the skin temperature at comfort. Ta enters
strongly through the convective and radiative loss terms and to a
lesser degree through the ambient vapor pressure. Product terms
of the form MTa and MPa are clearly sources of interaction. How-
ever, one must remember that the interactions derived from global
sensitivity are not response interactions but sensitivity interac-
tions. Figure 5 is a plot of the response surface as a function of Ta
and M at the comfort condition.

Although not shown, the PMV is greater for Ta=25, but the
nature of the surface is very similar. We see that the slopes,
dPMV /dM and dPMV /dTa, are essentially constant over the en-
tire surface, and thus the interactions are negligible.

The situation is much different with the PPD, which is a sym-
metrical function of the PMV. For Ta=25, the PMV varies from
0.5 to 2.5 over the range of M and Ta, and the PPD varies from
10% to 90% and has almost constant slopes, giving negligible
interactions. However, if the occupants are at a comfortable aver-
age, the PMV varies from �1 to 0.8, and the PPD surface is a near
quadratic �Fig. 5�b�� with substantial variations in slope over the
range of M and Ta. Consequently, a very large interaction is re-
ported. In addition, the expected value of PPD is much larger than
the 5% associated with a comfortable condition and with a large
standard deviation.

Table 4 lists the different interactions when occupants are un-
comfortable, Ta=25°C, and comfortable, Ta=17.4°C. For both
situations, there were no interactions for the PMV, and the global
sensitivities listed in column 2 are essentially the same as the local
sensitivities.

The entries for the PPD are shown as a matrix of values, i.e.,
the row labeled Ta and the column labeled M show the value of
STa,M. The dominant interactions are between Ta and M, with
smaller interactions between Ta and Icl and Ta and Tmr. As ex-
pected, the interactions dominate the PPD at the comfortable state.

It is surprising that the sensitivities of both PMV and PPD to V,
the local air speed, is so small. The velocity enters only in through
the convective heat transfer coefficient associated with the cloth-
ing heat transfer. Because of the relatively large clothing resis-
tance for all Icl�0.5, the overall resistance is only slightly af-

Table 3 Values of PMV and PPD for M=2 with Tmr=Ta, V=0.5 m/s, rh=50%, Icl=1 clo with Ta, Tmr, V, rh, M, and Icl having a
standard deviation of 10% or 20%

COV
Ta

�°C�

PMV PPD

Local
value

Expected
value � of PMV

Sum of
interactions

Local
value

Expected
value � of PPD

Sum of
interactions

0.1 25 1.23 1.23 0.38 0.01 38.4 40.0 17.6 0.01
0.2 25 1.23 1.23 0.80 0.03 38.4 44.3 29.1 0.08
0.1 Neutral 0.00 0.00 0.36 0.00 5.0 7.9 3.8 0.79
0.2 Neutral 0.00 0.00 0.78 0.02 5.0 17.6 17.0 0.71
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fected and in fact changes in clothing temperature due to the
changes in V are usually compensated by offsetting changes in the
radiative loss.

9 Free Convection: Uncertainty and Additivity
Lest one be led to believe that the existence of significant in-

teractions depends upon the unique shape of the response surface
as shown by the PPD, Fig. 3�b�, we also examined the case of two
dimensional laminar free convection in a rectangular region for
Rayleigh numbers of 1000 to 106 and aspect ratios of H /W from
1 to 10. The experimental correlations are �12�

Nu = 0.18� Pr

0.2 + Pr
Ra�0.29

, 1 � H/W � 2;
RaPr

0.2 + Pr
� 103

�16a�

Nu = 0.22� Pr

0.2 + Pr
Ra�0.28

�H/W�−0.25, 2 � H/W � 10; 103

� Ra � 1010 �16b�

Nu = 0.42Ra1/4Pr0.012�H/W�−0.3, 10 � H/W � 40; 104 � Ra

� 107 �16c�
and the dependence upon H/W indicated by the two equations
�Eqs. �16a� and �16b�� suggests that there will be a significant
change in the response as H /W increases from 1 to greater than 2.
Figure 6 clearly shows how the response surface for H /W=1
varies as the Rayleigh number increases and how that for H /W
=2 is almost flat and lacking in twist. The twist apparent in the
response surfaces for H /W=1 suggests that the interaction may be
important.

It is not easy to predict when interactions would exist. Equation
�16a� shows no effect of H /W, while Eq. �16b� indicates a strong
interaction between Ra and H /W. Evaluating the terms in the
Taylor series for Eq. �16b� gives

and it would appear that the interaction as indicated by the cross
derivative at a point where the fractional change in Ra and H /W is
equal, i.e., �Ra /Ra=�H /W /H /W=P, would be substantial, equal-
ing 0.070P2 as compared with the sum of the remainder of the
second order terms of 0.04145P2.

Computations of the flow field and heat transfer were made
with FIDAP �13� and COMSOL �14� using a graded mesh of 51
�51 for H /W=1 and 51�153 for H /W=10. For the square re-
gion, H /W=1, we have the benchmark results of de Vahl Davis
�15� to validate our numerical results. The results are compared in
Table 5 with only the maximum velocity in the x-direction differ-
ing from the benchmark results.

Since the flow field changes substantially as the Rayleigh num-
ber increases �Fig. 7�, we anticipated that there would be substan-
tial interactions. We then computed the second order interactions
for the heat transfer, Nu average, maximum Nu, minimum Nu,
maximum velocities, and stream function in terms of Rayleigh
number and aspect ratio. Since for H /W=1 the system evolves
from one of pure conduction at low Ra to a unicellular flow at
modest Ra and finally to a bicellular flow at high Ra, we antici-
pated substantial interaction effects as measured by the values of
the second order interaction between Ra and H /W, denoted by
S12.
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Fig. 5 „a… PMV response surfaces for Trm=Ta, V=0.5 m/s, and
Icl=1 clo. „b… PPD response surfaces for Trm=Ta, V=0.5 m/s,
and Icl=1 clo.

Table 4 „a… Sensitivity to environmental variables at Ta=Tmr
=25, V=0.5 m/s, rh=50%, M=2, and Icl=1 clo with Ta, Tmr, V,
rh, M, and Icl having a 10% standard deviation. „b… Sensitivity to
environmental variables at Ta=Tmr=17.4°C „comfortable… V
=0.5 m/s, rh=50%, M=2, and Icl=1 clo with Ta, Tmr, V, rh, M,
and Icl having a 10% standard deviation.

PMV

PPD

Ta Tmr V rh M Icl

Sum of
interactions

�a�
Ta 0.64 0.65 0.00 0.00 0.00 0.00 0.00 0.00
Trm 0.11 0.00 0.10 0.00 0.00 0.05 0.02 0.00
V 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
rh 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00
M 0.21 0.00 0.05 0.01 0.00 0.20 0.19 0.00
Icl 0.04 0.00 0.00 0.00 0.00 0.00 0.04 0.00

�b�
Ta 0.32 0.06 0.04 0.00 0.00 0.34 0.13 0.51
Tmr 0.05 0.04 0.00 0.00 0.00 0.05 0.02 0.11
V 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01
rh 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
M 0.45 0.34 0.05 0.01 0.00 0.12 0.19 0.59
Icl 0.17 0.13 0.02 0.00 0.00 0.19 0.03 0.35
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We have found from previous studies that when the second
order sensitivities exceed a few percent, there are significant in-
teractions. It might appear that a few percent is a very small
amount, but remember that S12 is a root mean square value, and
relatively large deviations of the response surface from an additive
model often do not lead to large values of S12.

9.1 Uncertainty. Consider the case where one is uncertain
about the aspect ratio and the Ra number and is interested in the
behavior of the average heat transfer. Let the Rayleigh number
and the enclosure width be normally distributed about the nominal

Table 5 Comparison with benchmark values for H /W=1

Ra Umax Vmax Maximum Str

FIDAP 104 0.192 0.233 0.060
COMSOL 104 0.192 0.233 0.060
Benchmark 104 0.193 0.233
FIDAP 105 0.165 0.257 0.036
COMSOL 105 0.165 0.257 0.036
Benchmark 105 0.130 0.257 0.036

(a)(a)

(b)

(b)

Fig. 7 „a… Streamlines for Ra=104. „b… Streamlines for Ra
=71,430. „c… Streamlines for Ra=1,128,570.
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Fig. 6 „a… Response surface of average Nu for nominal values
of H /W=1 and Ra= 103. „b… Response surface of average Nu
for nominal values of H /W=1 and Ra= 5Ã104. „c… Response
surface of average Nu for nominal values of H /W=2 and Ra
=5Ã104.
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values with a standard deviation of 10% for Ra and a standard
deviation in H equal to 10% of W. The second order sensitivities
of the average Nusselt number, the maximum and minimum heat
fluxes on the hot wall, the maximum vertical and horizontal ve-
locities, and the maximum streamline value for variations in as-
pect ratio H /W and Rayleigh number are listed in the first line of
Table 5. Comparable values were obtained when the uncertainties
were characterized by uniform distributions.

Even though the twist of the response surfaces suggests that
there might be significant second order interactions, none were
predicted over the range of Ra and H /W studied. In other words,
all responses were of additive models. That is, any curve on the
surface at a specific value of H /W is essentially parallel to that at
any other value of H /W, although displaced vertically. Conse-
quently, the effect of the cross derivative, �2R /�Ra�H /W, is neg-
ligible.

9.2 Additivity. The results shown in the first line of Table 6
are primarily due to the relative linearity of the response surfaces
when the deviation from the nominal values is small—an assump-
tion used in the majority of engineering analyses. To determine
whether the response is additive over a larger range of Ra and
H /W, computations were made for a uniform distribution with a
50% standard deviation, and the results are shown in Fig. 8.

Table 6 lists the effects of the different quantities for the two
cases, nominal values of H /W=1 and 2. The interactions for 0.5
�H /W�1.5 for the Nusselt numbers have an order of magnitude
higher than that for 1.5�H /W�2.5, while the velocity interac-
tions are only slightly different.

10 Conclusions
The global sensitivity approach can be applied to any model

whose response is a function of several variables that either have
a range of values or are uncertain with a known probability

density function. For example, some future applications will be to
turbulent flow and its dependence upon parameters of the k-�
model. Once one has determined the level of interactions, then it
might be possible to design experiments that have reduced inter-
actions and will lead to more precise estimates of the parameters.

The comfort problem emphasizes the need to understand the
basic nature of the model. The difference between the sensitivities
when occupants are uncomfortable and those when they are com-
fortable is remarkable. When uncomfortable one can move toward
comfort by changing one or more environmental parameters, and
the change in the PMV and PPD is not affected by interactions.
On the other hand, when moving away from the comfortable con-
dition, the change in the PPD is strongly affected by interactions
while the change in the PMV is not. This is because PPD is
symmetrical with respect to the PMV; i.e., there is an equal dis-
satisfaction regardless of whether one is hot or cold. It would not
be surprising to observe similar results for any variable that is a
symmetric function—for example, the kinetic or potential ener-
gies of structures or the dissipation of turbulent energies.

In the free convection problem, the interaction between the
driving force, the Rayleigh number, and the enclosure shape,
H /W, is initially very large as the flow departs from pure conduc-
tion. As the Ra increases, the temperature field stabilizes while the
circulatory pattern continues to evolve. The heat transfer is char-
acterized by rising and falling boundary layers and is affected
primarily by the vertical velocities, with both having reduced sen-
sitivities. The horizontal velocities and the stream function con-
tinue to show the interactions of Ra and H /W on the evolving
flow.

Although Eq. �16a� suggests that there is no effect of H /W, this
is probably because limited experimental results are available par-
ticularly for H /W�1. The global sensitivity analysis clearly indi-
cates that there is an interaction when H /W is near 1 but not at 2.
Figure 9 shows the behavior of Nu versus Ra for different values
of H /W, and the lack of interaction for 1	H /W	2 contrasts
markedly with the strong interaction for 0.2	H /W	2.

It is important to recognize that sensitivity represents how a
response varies with respect to variables and is a measure of the
gradient of the response surface, not of its magnitude. The global
sensitivity approach is aimed at determining how the gradient is
affected by interactions between the variables, not how they affect
the magnitude of the response, that is, how far the model of the
response differs from the additive model. Because the estimation
of the interactions is often computationally challenging, as in the
free convection study, considerable thought should be given as to
the need for evaluating them before embarking on the study.
When designing experiments to estimate physical properties or
boundary conditions, this may require a considerable analysis of
the role of each parameter sought.
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Table 6 Values of S12 for Ra=105

H /W Nuav Numax Numin Umax Vmax Maximum Str

0.9–1.1 4.8�10−4 2.2�10−4 2.4�10−4 8.3�10−5 2.2�10−4 1.5�10−3

0.5–1.5 3.8�10−2 3.1�10−2 3.9�10−2 1.2�10−2 6.6�10−3 6.5�10−2

1.5–2.5 4.6�10−3 3.9�10−4 1.3�10−3 7.6�10−2 4.8�10−3 2.8�10−2
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Fig. 8 Second order Interactions for average Nu and maxi-
mum stream function
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Nomenclature
Ask ,Bsk 
 constants in the Tsk equation

Asw,Bsw 
 constants in the Qsw equation
COV�v� 
 coefficient of variation=��x� /E�x�

E�y� 
 expected value of y
fcl 
 clothing form factor �3�
hc 
 convective heat transfer coefficient, W /m2 C
H 
 height of enclosure

H /W 
 aspect ratio
Icl 
 clothing insulation, clo
L 
 thermal load, W /m2

M 
 metabolic heat production, W /m2

Nu 
 Nusselt number based on W
Q 
 heat lost, W /m2

p�x� 
 probability density distribution of x
Pa 
 vapor pressure, kPa
R 
 response

Rcl 
 clothing resistance=0.8Icl
Ra 
 Rayleigh number based on W

��xi� 
 standard deviation of xi
���xi� 
 coefficient of variation=��xi� /E�xi�

si 
 first order sensitivity
si 
 first order global sensitivity

Si
T 
 first order total global sensitivity

Si,j 
 second order sensitivity
Ta 
 ambient air temperature
Tcl 
 clothing temperature

Tmr 
 mean radiant temperature
U ,V 
 horizontal and vertical velocities in the

enclosure
V 
 air velocity

V�y� 
 variance of y
W 
 work, W /m2, width of enclosure
xi 
 ith variable
� 
 Stefan–Boltzmann constant
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Fig. 9 „a… Nu versus Ra from simulations for H /W=1. „b… Nu
versus Ra from simulations for H /W=2.
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Natural Convection Inside a
Bidisperse Porous Medium
Enclosure
Bidisperse porous medium (BDPM) consists of a macroporous medium whose solid phase
is replaced with a microporous medium. This study investigates using numerical simula-
tions, steady natural convection inside a square BDPM enclosure made from uniformly
spaced, disconnected square porous blocks that form the microporous medium. The side
walls are subjected to differential heating, while the top and bottom ones are kept adia-
batic. The bidispersion effect is generated by varying the number of blocks �N2�,
macropore volume fraction ��E�, and internal Darcy number �DaI� for several enclosure
Rayleigh numbers (Ra). Their effect on the BDPM heat transfer (Nu) is investigated.
When Ra is fixed, the Nu increases with an increase in both DaI and DaE. At low Ra
values, Nu is strongly affected by both DaI and �E. When N2 is fixed, at high Ra values,
the porous blocks in the core region have negligible effect on the Nu. A correlation is
proposed to evaluate the heat transfer from the BDPM enclosure, Nu, as a function of
Ra�, DaE, DaI, and N2. It predicts the numerical results of Nu within �15% and �9% in
two successive ranges of modified Rayleigh number, Ra�DaE.
�DOI: 10.1115/1.3192134�

1 Introduction
A porous medium with macrosized pores whose solid matrix

itself is replaced by another porous medium with microsized pores
can be considered as a bidisperse or bidispersed porous medium
�BDPM�. Chen et al. �1� defined a BDPM to be composed of
clusters of large particles that are agglomerates of small particles.
In a BDPM, the micro- and macropores are usually connected and
the same fluid permeates through these pores �2�.

Several applications of BDPM exist including modeling of
aquifers, absorbent catalyst pellets, proton exchange membrane
�PEM� fuel cells, porous wicks in heat pipes, geothermal energy
extraction, and microreactors and modeling of granular mixtures.
Mass diffusion in such BDPM has been studied by Burghardt et
al. �3�, where chemical reactors were modeled as BDPM. Yu and
Cheng �4� modeled BDPM as fractals, although BDPM offers
only a two step reduction when compared with standard fractal
objects. Experiments were also reported in Refs. �1,5,6� that de-
termined the effective thermal conductivity of such a BDPM.

Recently, Nield and Kuznetsov �7–11� investigated forced con-
vection heat transfer in a BDPM filled channel in thermally de-
veloping region, thermally developed region, and BDPM coupled
conduction in plane slabs bounding the channel, respectively.
Analytical solutions for a two-velocity, two-temperature model
were presented in each case. The local Nu depended strongly on
the BDPM thermal conductivity ratio but was only moderately
dependent on the velocity ratio in the two bidisperse pore scales.
In Refs. �12,13�, the onset of natural convection and the effect of
combined vertical and horizontal heterogeneities on the onset of
convection in a horizontal BDPM heated uniformly from below
were studied, while in Refs. �14,15�, the natural convection in a
BDPM bounded by a vertical flat plate was investigated. These
studies utilized an extended Brinkman model with two velocities
coupled with a two-temperature model. The critical Ra was re-
ported as a function of BDPM interface momentum transfer, per-
meability ratio, thermal conductivity and heat capacity ratios, vol-

ume fractions, and interface heat transfer coefficient. In the
vertical flat plate bounding the BDPM case, a similarity solution
confined to leading edge was presented. In Ref. �16� the work
reported in Ref. �12� was extended to investigate the possibility of
oscillatory convection by using a highly accurate Chebyshev–Tau
numerical method. A global stability threshold was reported below
which instabilities cannot arise.

The manner in which the natural convection flow and heat
transfer are influenced when obstacles �solid/porous blocks� are
placed within an enclosure is of contemporary research interest
�17–19�. Natural convection inside enclosures with solid obstacles
approximates many applications such as ventilation in grain silos,
buildings, and storage places for heat generating containers. The
numerical simulations in Ref. �17� showed the effect of the intru-
sion of blocks within the side-wall thermal boundary layers,
thereby inhibiting convection. The simulation results in Ref. �18�
showed that the strong hindrance effect of the blocks on the con-
vection process is found only beyond a minimum number of
blocks for a given Rayleigh number.

Specific to the present study, an enclosure filled with distributed
solid blocks immersed in a convecting fluid can be treated as a
porous medium enclosure. This was attempted in Ref. �18� for
interpreting the total Nu results. Extending this concept, an enclo-
sure filled with distributed blocks made of a microscale porous
medium with macrosized gaps separating the blocks can be mod-
eled as a BDPM enclosure. This proposed idea essentially com-
bines the two recent developments in natural convection discussed
above: enclosures with distributed blocks and a BDPM.

Investigating natural convection inside such a BDPM enclosure
using numerical simulations is the objective of the present inves-
tigation. The permeability of the porous blocks �termed the inter-
nal permeability DaI� and the enclosure permeability �identified as
the external permeability DaE� are the two major parameters that
are considered to influence the BDPM enclosure heat transfer
�Nu� results for several Ra numbers.

2 Geometry and Problem Formulation
The system being investigated is shown as a two-dimensional

schematic in Fig. 1�a�. It consists of a fluid-saturated square en-
closure containing several conducting square porous obstacles.
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They are disconnected and distributed uniformly within the enclo-
sure, which is itself subjected to a horizontal temperature differ-
ence ���=�h−�c� applied at the walls, as shown in Fig. 1�a�. The
resulting natural convection of the fluid due to buoyancy effects
results in a flow within the enclosure through the micropores in
the porous blocks and macropores within enclosure.

The flow is governed by the two-dimensional version of the
three conservation equations: mass, momentum �modified Navier–
Stokes�, and the energy transport subject to certain assumptions.
The Oberbeck–Boussinesq approximation, where the local density
varies only with temperature and only within the buoyancy term,
is invoked. Further, the Newtonian fluid retains its phase with
constant thermophysical properties. The steady convection flow is
incompressible and laminar. The blocks are made of homogeneous
and isotropic porous media with constant thermophysical proper-
ties. The convecting fluid and the porous matrix are in local ther-
mal equilibrium.

The governing equations are nondimensionalized using the fol-
lowing terms:

x� =
x

L
, y� =

y

L
, u� =

u

��/L��Ra Pr�1/2 , v� =
v

��/L��Ra Pr�1/2

p� =
�p − pref�

���/L�2 Ra Pr
, � =

T − Tc

Th − Tc
, DaI =

KI

L2 , Pr =
�

�
,

Ra =
g��Th − Tref�L3

��
�1�

where the reference values for pressure �pref� and temperature
�Tref� have been taken as atmosphere pressure and cold wall tem-
perature, respectively.

Employing the above terms, the nondimensional governing
equations for mass, momentum in the x� and y� directions, and
heat transport in porous media are as follows:

�u�

�x�
+

�v�

�y�
= 0 �2�

u�
�u�

�x�
+ v�

�u�

�y�
= − �2�p�

�x�
+ �� Pr

Ra
�1/2� �2u�

�x�2 +
�2u�

�y�2�
− �� Pr

Ra
�1/2 �2

DaI
+

cF�1/2

�DaI

�v�2 + u�2	u� �3�

u�
�v�

�x�
+ v�

�v�

�y�
= − �2�p�

�y�
+ �2� + �� Pr

Ra
�1/2� �2v�

�x�2 +
�2v�

�y�2�
− �� Pr

Ra
�1/2 �2

DaI
+

cF�1/2

�DaI

�v�2 + u�2	v� �4�

u�
��

�x�
+ v�

��

�y�
=

�	�1 − �� + ��
�Ra Pr�1/2 � �2�

�x�2 +
�2�

�y�2� �5�

Inside the macropore region Eqs. �3�–�5� are also solved by
setting �=1 and by setting the last term in Eqs. �3� and �4� to
zero.

The associated boundary conditions for Eqs. �2�–�5� with re-
spect to the geometry shown in Fig. 1�a� are as follows.

At the hot wall

x� = 0: u� = v� = 0, � = 1 �6�
At the cold wall

x� = 1: u� = v� = 0, � = 0 �7�
And at the upper and lower walls

y� = 0,1: u� = v� = 0,
��

�y�
= 0 �8�

At the interface between the macropores and the porous blocks the
following conditions are imposed:

�cf = �pm, 
� ��

�n
�


cf

=
kpm

kcf

� ��

�n
�


pm

�9�

and

Fig. 1 Schematic of enclosure configuration with 4Ã4 porous block array „a… Geometry „b… Mesh
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ucf
� = upm

� , 
� �u�

�n
�


cf

=

e


cf

� �u�

�n
�


pm

�10�

where n denotes the direction normal to the corresponding wall of
each porous block.

Further, for an enclosure of unit aspect ratio �i.e., H=L in Fig.
1�, once the macropore volume fraction �E of the enclosure and
the number of solid/porous blocks N2 placed within it are known,
the block size �D�� and the channel width ��� can be determined
uniquely using the relations

�E = 1 − N2D�2 �11�
and

� =
1 − D�N

N
�12�

where the latter is obtained by observing that the enclosure wall
has the same length as N channel widths and N blocks.

The enclosure with solid conducting blocks may be treated as
an equivalent porous medium enclosure without losing the gener-
ality of the results. The permeability KE of this equivalent porous
medium can be calculated using the Carman–Kozeny relationship
�20,2�. KE will be a function of the macropore volume fraction,
the number of blocks �macroporous medium particle length scale�,
and the gap width �macropore length scale�. The nondimensional
version of this relationship can be written as

DaE =
KE

L2 =
1

180

�E
3D�2

�1 − �E�2 �13�

where DaE is the nondimensional representation of the permeabil-
ity of the solid block-filled enclosure when treated as a porous
medium.

While treating an enclosure with distributed blocks as a homo-
geneous porous medium modeled using a volume averaging ap-
proach for the conservation equations, it is essential to transform
the variables valid in a continuum model to corresponding vari-
ables valid over a porous continuum. For instance, the buoyancy
force that is valid for each point in a continuum model is now
essentially valid for each point but defined over a porous con-
tinuum. Similarly, although the permeability for the porous me-
dium model can be found using Eq. �13�, it needs to be corrected
for the square shape of the blocks, as Eq. �13� is valid for a packed
bed of spheres treated as a porous medium. Following the method
suggested in Ref. �21�, the Rayleigh and Darcy numbers should be
modified and are written as

Ra� = 0.144 Ra1.208 and DaE = 1.005 Daeq
1.208 �14�

where Daeq is calculated from Eq. �13�.
As in the BDPM enclosure the solid blocks are replaced with a

microporous medium, one can expect DaE to depend on DaI, the
nondimensional permeability of the microporous medium.

3 Solution Methodology
The numerical simulations are performed using the finite vol-

ume formulation of Eqs. �2�–�5� together with the associated
boundary conditions given in Eqs. �6�–�10�. The convective terms
of Eqs. �2�–�5� are discretized using a hybrid scheme and the
diffusion terms with the central difference scheme. The pressure
and velocity terms of Eqs. �2�–�4� are coupled using the SIMPLE
algorithm �22� and are solved iteratively with alternative direction
implicit �ADI� method using the tridiagonal matrix algorithm.

The convergence criteria �the difference between consecutive
iterations at each cell center� for the mass, momentum, and energy
equations are set as 10−5, 10−5, and 10−8, respectively. Suitable
grids are chosen after performing grid independence tests of the
steady state results for all the numbers of blocks �N=3–8� con-
sidered and are given in Table 1. The nonuniform, orthogonal,
cosine grid used is shown for N=4 case in Fig. 1�b�. Based on the

results in Table 1, a 177�177 grid is used for all the cases to
perform further simulations. In order to check the steady state
energy balance consistency for the numerical results, a numerical
parameter �Nuc /Nuh� was defined, and the final results are found
to validate as Nuc /Nuh=0.999. The present numerical simulation
results are also validated with published results �18�. The valida-
tion is given in Table 2.

4 Results and Discussion
Streamlines and isotherms inside the BDPM enclosure for Ra

=105 are shown in Fig. 2 for several DaI values. Here, N2=16 and
�E=0.64, with the corresponding block size D� evaluated from
Eq. �11�. The microphase porous blocks are shown as thin
continuous-walled squares in these figures. At the monodisperse
limit when the control volume forming the microphase porous
blocks is solid �DaI→0�, the convection flow is restricted to the

Table 1 Grid independence study for all the cases at Ra=108,
DaI=10−4, Pr=1, �=1, �E=0.64, and �I=0.5 „boldface indicates
grids chosen for further simulations…

N�N Grid size Nu

Percentage error
�Nunew − Nuold�

Nunew
� 100

3�3 45�45 30.3744
89�89 30.5533 0.59

177�177 30.6791 0.41
221�221 30.7053 0.09

4�4 57�57 30.4451
113�113 30.5849 0.46
225�225 30.6863 0.33
337�337 30.7256 0.13

6�6 81�81 30.5326
121�121 30.5037 0.09
201�201 30.5047 0.003
321�321 30.5194 0.04

8�8 105�105 30.6318
157�157 30.5502 0.27
207�207 30.5286 0.07
261�261 30.5196 0.03

Table 2 Comparison of the present results with Ref. †18‡ for
Pr=1, �=1, and �E=0.64

Ra Blocks N2 Reference �18� Nu Present results Nu

105 9 1.383 1.405
16 1.233 1.251
36 1.098 1.113
64 1.051 1.053

106 9 6.164 6.277
16 4.274 4.385
36 2.626 2.682
64 2.223 2.249

107 9 16.087 15.931
16 15.258 15.142
36 11.798 11.928
64 8.094 8.096

108 9 31.797 30.545
16 31.180 30.132
36 30.689 29.60
64 29.394 28.137
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macropores, as seen in Fig. 2�a�. Since for the BDPM 	=1, the
wall-to-wall heat transfer is dominated by the convection flow.
However, this highly restricted flow at DaI→0 results in very
little convection heat transfer, as shown by the isotherms in Fig.
2�a�. As DaI increases, the resulting bidispersivity allows the flow
through the porous blocks, as seen in Figs. 2�b� and 2�c�, and
eventually results in a clear fluid flow and isotherm pattern in the
enclosure displayed in Fig. 2�d�.

Figure 3 shows the effect of DaI on velocity and temperature
profiles at the y�=0.4 section of the enclosure for the 4�4 solid/
porous block case with the corresponding parameters shown in
Fig. 2. For Ra=105, as the bidispersivity effect is increased
through the increase in DaI, velocity peaks in Fig. 3�a� near the
hot and cold walls increase until they finally resemble the clear
fluid enclosure profile. The flow migrates from the core region to

Fig. 2 Streamlines and isotherms for BDPM enclosure with a 4Ã4 porous
block array at Ra=105, DaE=2.53Ã10−4, Pr=1, �=1, �E=0.64, and �I=0.5, for
several DaI values: „a… solid blocks, „b… 10−7, „c… 10−5, and „d… 10−3
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walls. At higher Ra=107, for almost all DaI values, the velocity
peaks appear near the walls resulting in a wall boundary layer
flow with a relatively stationary core region. From Fig. 3�b� it is
seen that at Ra=105, an increase in the bidispersivity effect
through an increase in DaI causes an increased temperature gradi-
ent at the walls due to the increased flow through the micropores
in the blocks. This results in enhanced rates of wall heat transfer.
For higher Ra values �Ra=107�, providing a similar bidisperse
effect through increased DaI values does not increase the heat
transfer significantly, as much of the flow happens through the
wall boundary layer. However, because of stronger convection at
Ra=107, the heat transfer for all DaI values is higher than that at
Ra=105.

The above effect is evident from the Nu versus Ra plot in Fig.
4. It can be observed in Fig. 4 that by increasing the DaI the effect
of bidispersivity on the Nu is stronger at lower Ra values and
progressively reduces as Ra increases. The bidispersion effect op-
erates between the two asymptotes of DaI→0 where the enclosure
with the solid blocks becomes a monodisperse porous medium
and DaI→ where convection persists in the enclosure without
the porous medium.

The bidispersivity effect can also be brought in by varying the
external or macropermeability of the BDPM. The macroperme-
ability DaE can be modified by either changing the external or
macropore volume fraction �E �by varying the size of the mi-
croporous blocks� or by changing N2, the number of distributed

porous blocks. By changing the macroporosity �E for fixed DaI
and N2, the resulting bidisperse effect on the Nu versus Ra is
shown in Fig. 5.

For a fixed block quantity, N2=16, lower values of �E delay the
convection until higher Ra is reached. For instance, at the lowest
�E=0.36, for solid blocks �DaI→0�, Nu�1 only beyond Ra
�106. As the �E is increased by reducing the size of the mi-
croporous blocks, the corresponding increase in the macropore
channel width � causes an increase in the effective permeability
DaE, resulting in stronger convection flow.

It is also observed that for a fixed block quantity, N2=16, simi-
lar Nu versus Ra behavior can be obtained for �E=0.36 and po-
rous blocks with DaI=10−4 and �E=0.64 case with DaI→0. It can
be concluded that a similar bidispersion effect can be created by
maintaining an identical enclosure external permeability �DaE�
through suitable combination of variation in �E and DaI.

Next, the bidispersion effect is created through variation in the
external permeability �DaE, see Eq. �13�� by changing N2, the
number of porous blocks in the enclosure, while keeping �E in-
variant at 0.64 and DaI at 10−4. The N2 values used are 9, 36, and
64, with the corresponding reduction in the size �D�� of the indi-
vidual blocks, as calculated in Eq. �11�. This progressively re-
duces the external permeability DaE of the BDPM. The corre-
sponding streamlines and isotherms are shown in Fig. 6 for Ra
=107. Interestingly, since bidispersion allows the flow through the

Fig. 3 Effect of internal Darcy number „DaI… on the local veloc-
ity and temperature profiles at y�=0.4 for 4Ã4 „DaE=2.53
Ã10−4, Pr=1, �=1, �E=0.64, and �I=0.5…

Fig. 4 Nu variation with Rayleigh number „Ra… for case 4Ã4
„at DaE=2.53Ã10−4, Pr=1, �=1, �E=0.64, and �I=0.5…

Fig. 5 Effect of external porosity „�E… on Nu variation with
Rayleigh number for case 4Ã4 „at DaI=10−4, Pr=1, �=1, and
�I=0.5…
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porous blocks and also around them through the macropores, the
depth of convection �in the horizontal direction along the X-axis�
induced by buoyancy near the hot and cold walls remains almost
invariant from N2=9 case, where convection happens through the
macropores, to N2=64, where convection happens through the
micropores in the column of blocks adjacent to the walls.

One can expect similar temperature gradients near the walls for
these cases, which indeed is observed in the temperature profiles
of Fig. 7�b�, shown for two cases, Ra=107 and Ra=105, at the
y�=0.42 section of the enclosure. However, the change in flow
pattern is particularly pronounced for lower Ra, as seen in the
temperature profile for Ra=105 in Fig. 7, where the bidispersivity
effect is manifested also due to DaI.

Although the Ra remains fixed for these cases, for a fixed �E,
as the number of porous blocks increases, the modified BDPM
Rayleigh number RaDaE correspondingly decreases. The variation
in Nu with RaDaE for various numbers of blocks and internal
Darcy number values is shown in Fig. 8. Convection is usually
enhanced with increasing Ra for a given macropore volume frac-
tion and external permeability DaE. However, the effect of bidis-

persion due to N2 and DaI as observed to be distinct at higher Ra
values is not so in the lower Ra range, where the combined effect
of DaI and DaE yields nonunique Nu values.

To summarize the bidispersion effects discussed above, an inset
of the Nu results for the reduced range of 0�RaDaE�5�103 is
shown in Fig. 9. In addition, the plot includes the DaI effect on the
Nu for several DaE numbers. By controlling the extent of bidis-
persivity through modifications in external �macroscale� and inter-
nal �microscale� permeabilities, the desired overall heat transfer
can be achieved. For instance, a Nu�20 can be achieved for a
fixed Ra for the combinations of N2=64, DaI=0 and N2=36,
DaI=10−7. This effect of bidispersivity, however, diminishes for
an increase in RaDaE ��5�103�, as shown in Fig. 8.

When Ra is fixed, a decrease in external permeability DaE by
increasing from N2=9 to N2=64 decreases the flow rate and in
turn the heat transfer within the enclosure. This conclusion can be
obtained from the results in Fig. 9 itself in the following way. For
a constant Ra=107, with N2=9 and DaI=0, one could predict the
Nu from the ordinate of Fig. 9, as marked by point A in the figure.

Fig. 6 Streamlines and isotherms for enclosure with different numbers of
blocks „at Ra=107, DaI=10−4, Pr=1, �=1, �E=0.64, and �I=0.5…: „a… 3Ã3,
DaE=4.495Ã10−4, „b… 6Ã6, 1.124Ã10−4, and „c… 8Ã8, 6.321Ã10−5
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For this same Ra, in the N2=36 case, the corresponding Nu is
smaller, as marked by point B, since the external permeability DaE
is reduced as the macropore gap size is reduced. A similar argu-
ment leads to an even lower Nu for the same value of Ra when the
number of the blocks increases to N2=64, as marked by point C.

Based on the data presented in Figs. 8 and 9, a correlation is
proposed to predict the average Nusselt number Nu for the BDPM
enclosure as a function of Rayleigh number Ra� and external
Darcy number DaE, both defined in Eq. �14�. The correlation is
written as

Nu = 0.577�Ra�DaE�0.5, 10 � Ra�DaE � 200
�15�

Nu = 0.37 Ra�
0.25DaE

0.07, 200 � Ra�DaE � 105

where the DaE is separately modeled as a function of the number
of blocks N and the internal Darcy number DaI and is written as

DaE =
4.1 � 10−3

N2 + 0.007 DaI
0.32 �16�

The correlation in Eq. �15� is valid for fixed macropore volume
fraction ��E=0.64� and micropore volume fraction ��I=0.5�
within the parameter range: 3�N�8 and 0�DaI�10−7. It pre-
dicts with a correlation coefficient of 0.98 the Nu data set gener-
ated by numerical simulations within �15% and �9% for 10
�Ra�DaE�200 and 200�Ra�DaE�105, respectively. The par-
ity plot for the data and correlation prediction is shown in Fig. 10.

The DaE in Eq. �16� is a modified version of Eq. �13�, the
Carmen–Kozeny relation for the permeability of packed bed of
spheres treated as a porous medium. When DaI=0, the DaE in Eq.
�16� reduces to Eq. �13�, the correct asymptotic behavior for en-
closure with solid square blocks treated as a monodisperse porous
medium of packed bed of connected spheres. Appropriately,
within the range for 10�Ra�DaE�200, the proposed correlation,
Eq. �15�, asymptotically reduces to the existing correlation for Nu
for a monodisperse porous medium, as stated in Eq. �7.38�, p. 289,
in Ref. �2�. Beyond Ra�DaE�200, there is no reference case for
verification.

5 Conclusions
Steady natural convection inside a side-wall heated square en-

closure filled with a bidisperse porous medium is investigated
using numerical simulations. Uniformly distributed conducting
porous blocks were treated as the BDPM. The bidispersion effect
is studied by varying the internal Darcy number DaI of the porous
blocks and the external Darcy number of the macropores DaE.

The bidispersion effect operates between the two asymptotes of
DaI→0, where the enclosure with the solid blocks reduces to a
monodisperse porous medium, and DaI→, where the enclosure
is without the porous medium. As DaI increases, the resulting
bidispersivity allows more flow through the micropores. Corre-

Fig. 7 Effect of number of porous blocks „N2
… on the local

velocity and temperature profiles at y�=0.42 „at DaI=10−4, Pr
=1, �=1, �E=0.64, and �I=0.5…

Fig. 8 Nu variation with modified Rayleigh number „RaÃDaE…

for all the block cases „at Pr=1, �=1, �E=0.64, and �I=0.5…

Fig. 9 Nu variation with modified Rayleigh number „RaÃDaE…

for all the block cases „at Pr=1, �=1, �E=0.64, and �I=0.5…
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spondingly, for all Ra, the Nu increases between DaI→0 and
DaI→. The bidispersivity effect on Nu is stronger at lower Ra
values and progressively reduces as the Ra increases.

The bidispersion effect through modification in DaE is per-
formed by two methods: by varying the external or macropore
volume fraction �E through change in the size of the microporous
blocks and by varying N2, the number of distributed microporous
blocks. For a fixed �E, the flow rate decreases with an increase in
N2 as the DaE of the BDPM decreases. The effect is to reduce the
Nu.

Using a modified Rayleigh number Ra�DaE that subsumes the
effect of DaI, N2, and �E, the effect of bidispersion on the BDPM
enclosure average heat transfer Nu is summarized. For Ra�DaE
�200, DaI and �E have significant effect on the Nusselt number.
For Ra�DaE�200, Nu is only marginally affected by these pa-
rameters, showing a weak increase with an increase in Ra�.

A correlation is developed to capture the bidispersion effects on
the convection heat transfer Nu of the BDPM enclosure. It incor-
porates the effects of macro- and micropore convection effects
through DaE, which is a function of internal �micropore� Darcy
number �DaI� and number of blocks �N2�. The correlation predicts
Nu results with a correlation coefficient of 0.98 within �15% and
�9% for 10�Ra�DaE�200 and 200�Ra�DaE�105, respec-
tively.

Nomenclature
cP � specific heat at a constant pressure, J kg−1 K−1

cF � Forchheimer coefficient, dimensionless
d � macropore channel width, m

d� � macropore channel width, dimensionless
D � porous/solid block size, m

D� � porous/solid block size, dimensionless
Da � Darcy number �K /L2�, dimensionless

g � acceleration due to gravity, m s−2

H � height of the enclosure, m
H� � height of the enclosure, dimensionless

k � thermal conductivity, W m−1 K−1

K � permeability of the porous medium, m2

L � width of the enclosure, m
L� � width of the enclosure, dimensionless
N � number of blocks in the first column of the N

�N block configuration
Nu � averaged Nusselt number

�hL /kf =−0
1��� /�x��x�=0dy��, dimensionless

p � pressure, N m−2

p� � pressure, dimensionless
Pr � Prandtl number, �� /��
Ra � Rayleigh number, �g��Th−Tc�L3 / ���� f�
T � temperature, K

u, v � velocity components along the x- and y-axes,
respectively, m s−1

u�, v� � velocity components along the x- and y-axes,
respectively, dimensionless

x, y � coordinates, m
x�, y� � coordinates, dimensionless

Greek Symbols
� � thermal diffusivity, m2 s−1

� � coefficient of thermal expansion, K−1

� � macropore channel width, dimensionless
	 � thermal conductivity ratio �ks /kf�,

dimensionless
� � porosity, dimensionless

 � dynamic viscosity, kg m−1 s−1

� � kinematic viscosity, m2 s−1

� � temperature, dimensionless
� � density, kg m−3

Subscripts
c � cold wall

cf � clear fluid
e � effective
E � external
f � fluid
h � hot wall
I � internal

pm � porous media
s � solid
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Study and Optimization of
Horizontal-Base Pin-Fin Heat
Sinks in Natural Convection and
Radiation
This paper aims at deeper understanding of heat transfer from horizontal-base pin-fin
heat sinks with exposed edges in free convection of air. The effects of fin height and fin
population density are studied experimentally and numerically. The sinks are made of
aluminum, and there is no contact resistance between the base and the fins. All the sinks
studied have the same base dimensions and are heated using foil electrical heaters. The
fins have a constant square cross section, whereas the fin height and pitch vary. The heat
input is set, and temperatures of the base and fins are measured. In the corresponding
numerical study, the sinks and their environment are modeled using the FLUENT 6.3 soft-
ware. The results show that heat-transfer enhancement due to the fins is not monotonic.
The differences between sparsely and densely populated sinks are assessed quantitatively
and analyzed for various fin heights. Also analyzed is the heat flux distribution at the
edges and center of the sink. A relative contribution of outer and inner fin rows in the sink
is assessed, together with the effect of fin location in the array on the heat-transfer rate
from an individual fin. By decoupling convection from radiation, a dimensional analysis
of the results for natural convection is attempted. A correlation presenting the Nusselt
number versus the Rayleigh number is suggested, where the “clear” spacing between fins
serves as the characteristic length. �DOI: 10.1115/1.3156791�

Keywords: pin fin, natural convection, optimum fin population, correlation

1 Introduction
Due to the low cost and high reliability, fin heat sinks are

broadly used for thermal management of various applications. Ac-
cordingly, very extensive literature exists on the subject �1,2�.
Still, fin sink performance in natural convection and radiation is to
be investigated because it depends strongly on the sink orientation
and fin configuration �3–7�. Recent literature points to a growing
interest in heat sinks with a horizontal base in natural convection
�8,9�, where fin spacing affects air flow patterns and heat-transfer
rates to the surroundings.

The existing literature on fin heat sinks in natural convection
concerns mostly plate fins, although pin fins provide better perfor-
mance, as shown by Sparrow and Vemuri �3�. Their research has
established a number of important results for pin-fin heat sinks in
natural convection, concerning sink orientation, additivity of natu-
ral convection and radiation, and existence of optimum fin popu-
lation. In particular, they showed that a horizontal-base sink with
upward-facing fins outperforms an identical sink with a vertical
base and horizontal fins. The work on pin-fin heat sinks was con-
tinued by Zografos and Sunderland �10,11� for vertical and in-
clined bases. The ratio of the fin diameter to the center-to-center
spacing was considered, and it was established that the optimum
value of this ratio is about 1/3, whereas heat transfer from more
densely populated sinks is less effective. Aihara et al. �12� per-
formed a detailed study of vertical-base sinks suggesting a corre-
lation based on the effective array length and lateral fin spacing.
Fisher and Torrance �13� considered a system of a pin-fin heat
sink and a chimney, and discussed limits of pin-fin cooling in
natural convection. Huang et al. �14� studied horizontal-base sinks

with four different fin spacings, from 2 mm to 8 mm, fin cross
section of 2�2 mm2 and the fin heights of 2 mm to 10 mm. They
considered also various sink orientations and discussed the corre-
sponding optimum sink “porosities.”

Our ongoing extensive investigation focuses on horizontal-base
heat sinks with in-line arrays of pin fins of a square cross section
�15,16�. Sahray et al. �15� explored experimentally two heat sinks,
namely, of 9�9=81 fins and 16�16=256 fins, while the base
size was the same, 100�100 mm2. In addition, a smooth plate of
the same size was considered. The numerical simulation indicated
that in such systems an optimum exists, beyond which an increas-
ing number of fins inhibits rather than enhances the heat-transfer
rate. However, the experimental data were still too few to fully
validate the numerical findings. Sahray et al. �16� explored experi-
mentally four heat sinks, namely, of 8�8=64 fins, 9�9=81 fins,
11�11=121 fins, and 16�16=256 fins, with the same fin height
of 10 mm. In parallel, nine heat sinks have been simulated in the
numerical study, ranging from 6�6=36 fins to 16�16=256 fins.
The existence of the optimum fin population was demonstrated for
a constant fin height. Also explored was the effect of sink edges
on the total heat-transfer rates.

In the present study, the effects of fin height and fin population
density on the performance of a horizontal-base pin-fin heat sink
with edges exposed to the ambient are studied both experimen-
tally �11 sinks� and numerically �27 sinks�. The numerical model,
which reconstructs meticulously the physical one, is validated ver-
sus the experimental results. Then, the optimum array configura-
tions obtained in the experimental work are confirmed numeri-
cally. Detailed analysis is done of the contributions of fin rows
and individual fins to the total heat transfer from the sink, as
related to the air flow patterns. The contributions of free convec-
tion and radiation are decoupled, and the results for free convec-
tion are generalized and correlated through a dimensional analy-
sis.
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2 Physical and Numerical Models

2.1 Physical Model. The present study is based on the con-
figuration shown in Fig. 1. The experimental model consists of a
pin-fin heat sink and insulation enclosed in a relatively large box
open from above, Fig. 1�a�. In the figure, the insulation and outer
box are partially removed in order to show the sink structure. The
heat sinks, some of which are shown in Fig. 1�b�, are made of
aluminum 6061 blocks by machining, in order to prevent any
contact resistance between the base and the fins. The base dimen-
sions are 100�100 mm2, and its thickness is 10 mm. The fin
cross section is 4�4 mm2 in all cases, whereas the fin height, H,
is 10 mm, 20 mm, or 30 mm. From below, an electrical foil heater
is attached to the base. The heater is pressed to the base by an
additional aluminum plate. The plate dimensions are 100
�100 mm2, and its thickness is 5 mm.

In the experiments, four different sinks were studied for H
=10 mm and H=20 mm, while for H=30 mm three sinks were
explored. Thus, the total number of experimental cases is eleven,
as presented in Table 1.

The insulation is made of expanded polystyrene �EPS� and has
the thermal conductivity of kins=0.034 W /m K according to the
manufacturer’s data. The insulation thickness is 100 mm on each
side of the sink, and about 135 mm under the sink. The sink is
enclosed in the insulation so that the upper surface of the base is

mounted flush with the upper surface of the insulation, which does
not touch the fins, thus allowing flow of air from the edges to the
fin array. The outer Perspex box dimensions are about 400�400
�400 mm3, and the wall thickness is 5 mm, with the thermal
conductivity of 0.2 W/m K.

The power inputs explored in the present study varied in the
range from 3 W to 16 W. The temperature of the sink, Tw, was
monitored during the experiments, using eight T-type thermo-
couples. Additional thermocouples monitored temperatures in the
insulation and ambient air at various locations. All thermocouples
were connected to a Fluke Hydra data acquisition unit.

Uncertainties in experimental results were estimated using the
method of Kline and McClintock �17�. The primary experimental
parameters included the temperatures of the sink, Tw, and the air,
T�, the voltage applied to the heater, U, and the resulting current,
I. Based on the accuracy of the instrumentation used, the uncer-
tainties were estimated as being within �0.3°C and �0.3 W for
the temperature difference, �T=Tw-T�, and the input power, q
=UI, respectively.

2.2 Numerical Model. The numerical model follows, in a
most complete and detailed manner, the features and dimensions
of the physical model of Fig. 1�a�. This approach has been suc-
cessfully used by the authors for comparable problems in the past
�18,19�. It is characterized by maximum possible similarity be-
tween the simulation and experiment. Actually, each and every
component of the numerical model represents a careful recon-
struction of its physical prototype. Thus, the dimensions of the
heat sinks, including individual fins, as well as of the insulation
and outer box, are exactly the same as in reality. The material
properties used in the simulations are based on aluminum 6061,
expanded polystyrene, and Perspex for the sinks, insulation, and
outer box, respectively. In particular, the sink is modeled exactly
as it was built in reality: it had a heat-generating core �“foil
heater”�, while its remaining volume, both on the upper �“base”
and “fins”� and lower �“plate”� sides, is represented as a “conduct-
ing wall.”

While eleven different heat sinks are explored in the experi-
ments and “reproduced” in the simulation, 16 additional sinks are
also explored numerically. Thus, the total of 27 heat sinks have
been simulated in the numerical study, ranging from 6�6=36 fins
to 16�16=256 fins for each of the three fin heights explored. The
full geometry is numerically simulated in every case.

In the simulations, the basic conservation equations of continu-
ity, momentum and energy are solved numerically, using the FLU-

ENT 6.3 computational fluid dynamics �CFD� software. The steady-
state form of these equations is as follows.

For continuity,

�

�xi
��ui� = 0 �1�

For momentum,

�

�xj
��uiuj� = −

�p

�xi
+

��ij

�xj
+ �gi �2�

For energy,

�

�xi
��uih� =

�

�xi
�k

�T

�xi
� + ui

�p

�xi
�3�

where � is the density, ui is the velocity component in the
i-direction, p is the static pressure, xi is a Cartesian coordinate, �ij
is the stress tensor, gi is the gravitational acceleration in the
i-direction, h is the static enthalpy, k is the thermal conductivity,
and T is the temperature. Since the flow is buoyancy-driven, the
momentum equation, Eq. �2�, was redefined in using the following
relation for the vertical x2-direction: p�=−�0gx2+p, where �0 is
the reference density taken at ambient temperature and atmo-
spheric pressure. The Boussinesq approximation is not used, and

Fig. 1 Physical model of the sink and its surroundings: „a…
schematic view of the sink and domain and „b… examples of the
heat sinks

Table 1 Summary of the experimental cases

Fin height H
�mm� Array �fins�

Pitch S
�mm� Pitch to width ratio, S /W

10 8�8=64 14 3.5
9�9=81 12 3.0

11�11=121 10 2.5
16�16=256 6 1.5

20 7�7=49 16 4.0
8�8=64 14 3.5
9�9=81 12 3.0

11�11=121 10 2.5
30 7�7=49 16 4.0

8�8=64 14 3.5
9�9=81 12 3.0
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the density-temperature relation was provided as an input.
It should be noted that the three-dimensional numerical calcu-

lations are performed for the system as a whole. This means that
the velocity fields, the temperature distributions in the air �con-
vection�, the temperature distributions in the heat sink and insula-
tion �conduction�, and radiation exchange between various com-
ponents are modeled simultaneously. Accordingly, the appropriate
boundary conditions are used. For the momentum equation �air�
no-penetration and no-slip are assumed at all the solid boundaries
�exposed sink and insulation surfaces and box inner walls�, with
the pressure boundary condition p�=0 imposed at the upper
boundary of the system. Following Dubovsky et al. �18� and Ka-
zansky et al. �19�, boundary conditions for the energy equation are
based on the experimental parameters: The heat input to the sink
is set as in the corresponding experiment, whereas beyond the
boundaries of the domain the ambient temperature is assigned.
The set of conditions is made complete by assuming that the heat-
transfer coefficients from the outer walls and bottom of the Per-
spex box are 8 W /m2 K and 5 W /m2 K, respectively �18�. No
additional condition, e.g., at the interfaces between various com-
ponents of the system, is used.

Surface-to-surface radiation inside the system and from the sys-
tem to the surroundings is taken into account through a so-called
discrete transfer radiation model �DTRM�. The net radiation heat
flux from the surface is then computed as a sum of the reflected
portion of the incident radiation heat flux, qr�

−, and the emissive
power of the surface

qr�
+ = �1 − �w�qr�

− + �w�Tw
4 �4�

where Tw is the surface temperature in Kelvin, �w is the wall
emissivity, which should be assigned as a boundary condition, and
�=5.669�10−8 W /m2 K4 is the Stefan–Boltzmann constant.
The radiation heat flux, Eq. �4�, is incorporated in the prediction
of the wall surface temperature. For example, for the heat sink the
boundary condition is the heat flux from below, and the tempera-
ture of the upper surface, including fins, is established in the simu-
lations using the result of Eq. �4�. Since the sink emissivity could
not be measured directly, various emissivities were explored in the
simulations. The emissivity of the insulation and Perspex walls is
taken as 0.9 �15�.

In the numerical solution, pressure-based solver is used.
Pressure-velocity coupling is applied. “PRESTO!” discretization is
used for the pressure. Second-order upwind discretization is used
for the momentum and energy.

The software enables the calculation of the overall rate of
change of the internal energy of the air, as well as the calculation
of the overall heat input/output at any boundary. Thus, these re-
sults served to ensure the overall energy balance of the system.

It is worth noting that some instability could be expected in the
system, as is typical for natural convection caused by heating
from below. Indeed, a simulation typically achieved the stage at
which the average sink temperature would vary within �0.3°C.
This was considered as accurate enough for the purposes of the
present study, and the mean value was recorded. In some cases, a
time-dependent form of the conservation equations, Eqs. �1�–�3�,
was also used for the sake of comparison, yielding final mean
values practically identical to those obtained from the time-
independent computations.

The grid used in the simulations is not uniform. It is important
to provide a finer grid near the boundaries, especially at the base
and fins. Thus, the grid of variable step is used. The total number
of cells depends on fin population density. The grid had been
carefully refined, until no further change was detected. For the
most densely populated sinks of 256 fins, it was necessary to
model the flow in rather narrow passages of 2 mm wide, as shown
in Fig. 2. Special attention has been paid to the height of the
computational domain, as its horizontal dimensions were defined
by the dimensions of the box. This was done following the analy-
sis of similar systems, presented by Jaluria and Torrance �20�. The

domain height was increased over the outer box height, with the
“pressure outlet” boundary condition imposed not only on the
upper boundary but also on the vertical “extensions” of the box
walls. Only minor changes in the sink temperature were observed,
as compared with the domain height equal to the box height. For
instance, when the domain height was twice the box height, for
the heat inputs explored experimentally, the differences in sink
temperatures were within 1.0–2.5°C, increasing with the heat in-
put. Thus, this deviation never exceeded 5% of the measured and
simulated temperature difference. Moreover, the uncoupled results
for natural convection, which were of special interest, were prac-
tically identical for different domain heights. For this reason, and
taking into account very long computation times, it has been de-
cided to set the upper boundary of the domain at the opening of
the box.

As mentioned above, the approach adopted in the present study
is based on a numerical model, which �1� reconstructs the physical
model in its entirety, �2� assumes simultaneous simulation for
various components of the system, and �3� couples convection and
radiation. In addition, the finned structure requires a very large
overall number of grid elements, reaching 4.5�106 for the fins 30
mm high. Therefore, extensive computing resources were re-
quired. The authors were allowed access to a specially assembled
workstation featuring the Intel�R� Core�TM�2 Quad CPU @ 2.66
GHz processors and 8.00 GB RAM. Still, a typical simulation
could take up to 40 h, whereas the main parametric study alone
included 135 simulations: 27 sinks at 5 different heat inputs each.

3 Results and Discussion

3.1 Experimental Results. Figure 3 shows summary of the
experimental results for all 11 arrays. The temperature difference
between the sink and the surroundings, �T=Tw−T�, serves as the
dependent variable, shown as the function of the fin population,
while the fin height and the heat input serve as parameters. In this
study, the sink, for which this difference is lower for the same heat
input, is considered as the better performing one. One can see that,
as expected, the arrays with higher fins perform better at the same
number of fins for any given heat input. As for the effect of the fin
population density, its effect is obviously not monotonic. Figure 3
shows that for the fin height of H=10 mm the sink temperature is
always lower at the same heat input when the array consists of 81
fins. Both the less dense array of 64 fins and the more dense arrays
of 121, and 256 fins have higher temperatures. Figure 3 also in-
dicates that the sink of 81 fins generally outperforms both the
denser and “looser” sinks for the fin height of H=20 mm as well,
although the differences here are less pronounced. Finally, Fig. 3
shows that at the fin height of H=30 mm the sink of 81 fins also
performs better than the less dense sinks of 49 and 64 fins. We
note here that due to the technical limitations it was not possible

Fig. 2 Example of the grid
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to manufacture sinks of 256 fins for the height of 20 mm and of
121/256 fins for the height of 30 mm. However, the trend in sink
performance is well pronounced, as will be shown also via nu-
merical modeling below.

3.2 Comparison and Validation of the Numerical Findings.
As mentioned above, numerical simulations were first performed
for all 11 cases studied experimentally. In those simulations, the
heat inputs were taken identical to the nominal experimental
ones—the exact values of the latter could be slightly different
because of the equipment used. Examples of the comparison be-
tween the experimental and numerical results are shown in Fig. 4.
One can see from Fig. 4�a� that the agreement is generally rather
good at �=0.45, for the array of 81 fins at all three heights. Spe-
cifically, the difference in all cases except one is within 1°C.
Similar results were obtained also for all other arrays, as illus-
trated in Fig. 4�b�, where the comparison is done for various fin
populations and heights. Actually, these results had validated the
numerical model. On this basis, all other cases are simulated with
the same emissivity value of 0.45, which looks quite reasonable
considering the machining used in the process of manufacturing.
It should be noted that, as shown by Sparrow and Vemuri �3�, the
effective emissivity of a pin-fin system is higher than the assigned
emissivity of its surface because it comprises partially enclosed
cavities rather than exposed surfaces.

3.3 Parametric Investigation. Following the validation of
the numerical simulations, a full parametric investigation was per-
formed, on nine sinks of 36, 49, 64, 81, 100, 121, 144, 196, and
256 fins, having three different heights of 10 mm, 20 mm, and 30
mm, and heat inputs of 4 W, 7 W, 10 W, 13 W, and 16 W for each
sink. Thus, the total number of cases amounted to 135, where in
every case the full geometry was simulated. The results are sum-
marized in Figs. 5�a�–5�c� for the fin heights of 10 mm, 20 mm,
and 30 mm, respectively.

Similar to the experimental findings, the results of Fig. 5 show
that the sink performance depends strongly on the fin height: An
increase in the latter leads to a lower sink temperature at the same
heat input. It is also clear that the effect of the fin population
density on the performance is not monotonic: the latter is first
improved with the population density, and then degrades, defining
an optimal array�s�.

To demonstrate the thermal effectiveness of the fins with re-

spect to a base without fins, a horizontal flat plate was simulated
for the same heat inputs and surface emissivity. The size of the
plate was equal to the size of the sink base. The results, also
presented in Fig. 5, show that all the sinks considered herein per-
form better than the plate: the temperature of the flat plate is
always much higher than the temperatures of the heat sinks, for
the same heat input. Among them, the loosest sink of 36 fins and
the densest one of 256 fins yield the closest results to those for the
plate. The result for the loosest sink seems obvious, as the contri-
bution of fins diminishes in comparison with the contribution of
the base. On the other hand, the denser the sink, the narrower the
passages between the fins; thus, the heat is removed by the air
mostly from the fin tips. In the densest limit, the fins are so close
together that they almost form on their upper surface the base,
namely, a flat plate. Obviously, additional heat is removed from
the vertical surfaces at the outside perimeter. We note also that the
results for a flat horizontal plate served for an additional valida-
tion of the numerical method �15�.

3.4 Optimal Configuration. The numerical results of Fig. 5
indicate that, for all three heights, an array of 9�9=81 fins yields
the lowest temperature of the sink for the base and fin dimensions
explored in the present study. However, the format of Fig. 5
makes it somewhat difficult to assess these results clearly. There-
fore, the results of Fig. 5 are presented in a normalized form in
Fig. 6, where the fin pitch, S, normalized with the fin width, W,
serves as the independent variable. The dependent variable is the
normalized temperature, defined as the temperature above the am-
bient for the heat sink, �Tsink, divided by the temperature above
ambient for the flat plate, �Tplate, at the same heat input, as pa-
rameters serve the heat input and the fin height.

One can see from Fig. 6 that the results for different heat inputs
practically coincide at the same fin height when the normalized
representation is used. The lowest sink temperature, correspond-
ing to the optimal performance, is obtained at S /W=3, which for
W=4 mm corresponds to the pitch, S, of 12 mm, i.e., to the heat
sink with 9�9=81 fins. This result is in a complete agreement
with the experimental findings. The results of Figs. 5 and 6 are
also consistent with the findings of Sparrow and Vemuri �3� who
show that �1� for a horizontal-base pin-fin heat sink, there exists
an optimum fin population, which yields a maximum of the
combined-mode heat-transfer rate for a given base area at a given

Fig. 3 Summary of the experimental results for the sinks of Table 1 at various heat
inputs
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temperature difference, and �2� for a sink with a given base and fin
dimensions, the optimal fin population is practically independent
of the temperature difference with the surroundings.

3.5 Local Heat Flux Distribution. Due to the high thermal
conductivity of the sink material and relatively high thermal re-
sistance in natural convection and radiation to the surroundings,
the temperature of the sink base is essentially uniform, and the fin
efficiency approaches unity. However, the local heat flux from the
base and the fins is highly nonuniform, varying from the periphery
to the center and from one fin to another. This result is demon-
strated in Figs. 7–9.

Figure 7 presents examples of the local heat flux distribution on
the base. In all cases, the total heat input is 13 W. Each column
includes sinks of the same height. In each row the arrays are the
same, whereas the height varies. It appears that the resulting dis-
tribution is symmetric in all cases, apparently reflecting the sym-
metry that exists in the flow field. One can see that when the fin
population is loose, the heat flux is rather high at the sink edges
and reduces gradually toward the center. For the denser popula-

tions, the peripheral regions become narrower, and the major part
of the base issues a rather uniform but low heat flux. When the
population is very dense, the only region where the local heat flux
is significant is the narrow strip outside the fin array. The effect of
fin height is such that for the higher fins the local heat flux from
the base is lower, but its variation from the periphery to the center
remains gradual, except for the very dense sinks, where the con-
tribution of the base is already insignificant even for the smallest
fin height of H=10 mm.

Considering the decrease in the local heat flux from the upper
surface of the base for higher fins, one should bear in mind that in
the latter case the total heat-transfer rate obviously increases due
to the increased heat-transfer surface of the almost isothermal fins.
This result has been already illustrated in Figs. 5 and 6. Thus, it is
worth noting that the heat flux distribution on the upper surface of
the base does not represent the heat transfer from the sink, since
the heat loss takes place mostly from the fins. However, the higher
local heat flux from the inner regions of the base surface indicates

Fig. 4 Validation via comparison of experimental and numerical results: „a… for the array
of 81 fins and various fin heights and „b… for a variety of population-height combinations
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that the air flow at those locations is relatively strong and also
affects the fins located there, as illustrated in Figs. 8 and 9.

3.6 Effect of Fin Location. Figure 8 provides an insight into
the heat transfer-distribution between different fins in the sink.
The figure shows the relative contributions of various fins to the

total convection-radiation heat loss from the sink. In Fig. 8�a�,
examples of the results are presented for the arrays of 8�8=64
fins and 11�11=121 fins of H=10 mm, i.e., the same ones as
shown in the left column of Fig. 7. It is essential to note that the
“rows” are defined in the following manner: the “first row” de-

Fig. 5 Complete numerical results for various fin heights: „a… H=10 mm,
„b… H=20 mm, and „c… H=30 mm
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notes all the fins located at the outside perimeter of the sink, the
“second row” means the next row inside, and so on. For instance,
for the presented sink of 11�11=121 fins, this means that the
rows from first to fifth count 40, 32, 24, 16 and 8 fins,
respectively.

One can see from Fig. 8�a� that the base contribution decreases
when fin population increases. The figure shows that the contri-
bution of the first row is always dominant, about half of the total
heat-transfer rate in this case, while the inner rows’ contributions
are almost negligible, e.g., only 4% and 2% of the total for the
fourth and fifth rows of 11�11=121 fins, and 4% of the total for
the fourth row of 8�8=64 fins, respectively. However, as the
number of fins in a row decreases from outside to inside, it is
worth it to check the heat-transfer rate per an individual fin in the
row. This is done in Fig. 8�b�, where the heat transfer per fin is
shown for the same arrays of 121 fins and 64 fins of H=10 mm.
The results are presented in a normalized form: The heat-transfer
rate per fin in a given row is divided by the heat-transfer rate per
an averaged fin.

The results of Fig. 8 show that in horizontal-base pin-fin heat
sinks, the outer rows, which are exposed to free flow of ambient
air, contribute the major part to heat losses. From a practical point
of view, this result suggests that such heat sink could perform
without inner fins at all. Indeed, the results of Fig. 9 prove the
validity of this assumption. In the figure, the performance of the
heat sink of 11�11=121 fins from Figs. 7 and 8 is compared with
the performance of a similar sink from which the fourth and fifth
rows have been removed, reducing the number of fins to 96. Fig-
ure 9�a� shows that in both cases, the external fins contribute a
major share of the total heat transfer to the surroundings, whereas
the internal fins are redundant, and even the third row contributes
only 8% of the total heat transfer, Fig. 8�a�. The typical flow
patterns for both cases are shown in Fig. 9�b�, for the plane lo-
cated 4.5 mm off the plane of symmetry of the sink. This is done
in order to present the flow in the passages between the in-line fins
shown at the background. As illustrated in Fig. 9�b�, the cool air
flows into the sink, both with and without the internal fins, mostly
from the sides, and the flow patterns in both cases are similar and
resemble, in general, an “inverse” stagnation flow from the sides
toward and up the vertical axis. One can see from Fig. 9�c� that
the resulting overall performance of the two sinks is essentially

the same: their temperatures for the same heat inputs are practi-
cally identical. The simulation indicates that for this example,
where the fin height is 10 mm and the heat input is 10 W, the air
enters the sink at about 10 cm/s, but its velocity is reduced by an
order of magnitude at the sink center. This, together with the fact
that the air temperature increases as it flows across the sink,
makes the internal fins highly inefficient in those configurations in
which the outside perimeter of the fins is exposed to the ambient.

4 Dimensional Analysis of Natural Convection

4.1 Uncoupling of Natural Convection. The experimental
and numerical results presented above indicate that while the con-
tribution of radiation to the heat transfer from the sink is signifi-
cant, it probably does not affect the trends related to sink optimi-
zation. Following Sparrow and Vemuri �3�, we can note that the
sinks explored in the present study are practically isothermal, and
radiation is directed mostly from the outer contour of the sink to
the surroundings that absorb it almost completely. For these rea-
sons, it becomes both possible and worth it to explore the natural
convection contribution separately.

Figure 10 shows the heat-transfer rate by free convection only,
for all the cases presented in Fig. 5. Since, as discussed above, the
heat sink is practically isothermal under the conditions of the
present study, it has been decided to use the temperature differ-
ence as the abscissa and the natural convection heat flux as the
ordinate. The results for each case have been calculated from the
simulated total heat-transfer rate, q, equal to the heat generation
rate, by subtracting from it the heat-transfer rate by radiation and
also the heat losses through the insulation.

For any given sink, the insulation losses’ share decreased with
an increase in the heat input or in the fin height. This share typi-
cally varied with the fin population, being smaller for the better
performing sink. Specifically, the insulation losses comprised 10–
20%, 10–25%, and 20–30% of the total heat input, for the sinks
with the fin height of 30 mm, 20 mm, and 10 mm, respectively.

For the emissivity of 0.45, the relative radiation contribution
amounted to 15–40% of the total heat transfer to the surroundings,
depending on the heat input and sink configuration. For the same
sink, this share is higher for a lower heat input. For the same fin
population, the radiation share is typically smaller for the higher

Fig. 6 Normalized numerical results for different fin arrays
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fins. For a given-fin-height sink, the relative contribution of radia-
tion is usually higher for both loose and dense sinks than it is for
the intermediate sinks. The latter result could be explained by the
fact that in a loose sink the surfaces have higher exposure to the
surroundings, while in a dense sink the interfin spacings behave
like cavities, and the effective emissivity is much higher than the
nominal one �3�.

In order to illustrate the uncoupled contributions of free con-
vection and radiation, predicted in Ref. �3�, the horizontal flat
plate case has been simulated not only with �=0.45, but also with
an additional emissivity of 0.2. Although the total heat-transfer
rate was expectedly different in the two cases, Fig. 10 shows that
the losses by natural convection follow exactly the same law, in-
dicating that radiation does not interfere with free convection in
this case. Additional data on this subject were presented in Ref.
�16�. One can see also that the heat-transfer rate in all cases,
including the plate and the sinks, expresses the dependence on the
temperature difference, which is characteristic to natural convec-
tion: It increases nonlinearly due to the dependence of the heat-
transfer coefficient on the temperature difference.

The results of Fig. 10 show that the free convection contribu-
tion to the total heat-transfer rate, for the sinks explored in the
experimental study, follows the same trends as those discovered
earlier for the total heat-transfer rate itself. One can see that the

optimum of free convection remains with the 81 fin sink, like in
the measured and simulated combined results discussed above.
We note that due to the form of representation, the upper curve in
each of the three figures stands for the higher heat sink perfor-
mance, while the lower curve corresponds to the flat plate. All
other cases fall between the latter curve and the one for the opti-
mal sink.

4.2 Dimensional Analysis. It is possible to represent the re-
sults for natural convection in a dimensionless form, defining the
Nusselt and Rayleigh numbers based on the clear spacing between
the fins, 	=S−W

Nu	 =
hc	

k
�5�

Ra	 =
g
�T	3

�2 Pr �6�

where hc is the mean convective heat-transfer coefficient, calcu-
lated as the mean heat flux by convection only, divided by the
temperature difference between the sink and the ambient, �T; k is
the thermal conductivity of air, 
 is the volumetric expansion
coefficient, � is the kinematic viscosity, and Pr is the Prandtl num-

Fig. 7 Heat flux distribution for different fin heights and populations at 13 W heat input
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ber. We note that the heat flux is calculated using the total exposed
area of the sink, namely, the sum of the base and fin-side areas.

Figure 11�a� shows separately the results for the three different
heights in a dimensionless form. One can see that for each height
the results can be approximated by curves that follow the same
relation

Nu	 = C Ra	
1/2�1 − exp�−

7000

Ra	
	
1/3

�7�

where the constant C was determined using a statistical analysis.
The best fit for the cases with H=10, 20, and 30 mm yielded the
following values of C: 0.04523, 0.05661, and 0.06271, with R2 of
0.99142, 0.99443, and 0.99036, respectively. We note here that the
form of the suggested correlation, Eq. �7�, had been inspired by
the results for natural convection between two parallel vertical
plates, initiated by Elenbaas �21� and recently discussed by Bar-
Cohen et al. �22�.

The remarkable similarity of the curves for different heights
indicates that it is possible to obtain a general correlation that
encompasses all the cases studied herein. For this purpose, the
ratio of the fin width to its height, W /H, is used as an additional
dimensionless parameter, leading to a “modified” Nusselt number,
Nu	�W /H�1/3, plotted in Fig. 11�b�. One can see that the results
for different fin heights now converge, and can be approximated
by the following correlation:

Nu	 =
1

30
�H

W
�1/3

Ra	
1/2�1 − exp�−

7000

Ra	
	
1/3

�8�

This correlation is valid for the horizontal-base heat sinks with
rectangular pin fins when the fin efficiency is close to unity, and
Ra	�14,000. While it is obtained for a base of 100�100 mm2,
and for a single fin width of 4 mm, the correlation indicates the
general role of fin height and fin population density in sink per-
formance when the outside perimeter of the fins is exposed to
ambient. We note that the correlation does not apply to the ex-
treme cases, which converge to a horizontal plate without fins.

An important issue that has been left beyond the scope of the
present investigation is the effect of the base size on the sink
performance. It is obvious that a larger or smaller sink will per-
form in a similar manner only if the flow field remains similar,
i.e., air enters from the sink edges, moves toward its center, and
then flows up. However, as the base size increases, the flow field
may change drastically, featuring, for instance, air inflow from
above at the inner parts of the sink. As a result, the sink thermal
performance would differ from that reported in the present study.
This problem, which is also related to a broader question of sink
scale-up, will be addressed in a future study.

5 Closure
Heat transfer by free convection and radiation from horizontal-

base pin-fin heat sinks, exposed to ambient at their perimeters, has

Fig. 8 Contribution of different rows and individual fins to the total heat output at 16W input „first
row=all fins located at the outside perimeter of the sink…: „a… different rows and „b… individual fins
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been studied experimentally and numerically. The effects of fin
height and fin population density on the performance of the sinks
have been investigated at various heat inputs.

It has been found that the heat-transfer enhancement by the fins
increases up to a certain fin population density, and then de-
creases, demonstrating an optimum array at various fin heights.
The results also show that in horizontal-base pin-fin heat sinks the
outer rows, which are exposed to free flow of ambient air, con-
tribute the major part of the total heat transfer to the surroundings.
Moreover, an individual outer-row fin contributes much more than
an inner fin.

The free convection contribution to the combined heat transfer
has been decoupled from that of radiation, and generalization of
the results has been achieved for all cases explored in the work.
This generalization is based on the Rayleigh and Nusselt numbers,
defined for the “clear” spacing between the fins as the character-
istic length. The fin width-to-height ratio serves as an additional
dimensionless parameter.

The results of the present study may contribute to the optimal
design of pin-fin heat sinks in natural convection and radiation.
They also serve as a basis for a broader study, in which the effects
of base dimensions are being explored in the context of sink scale-
up.

Nomenclature
g  gravitational acceleration �m /s2�
h  specific enthalpy �J /kg�

hc  mean convective heat-transfer coefficient
�W /m2 K�

H  fin height �m�
I  electric current �A�
k  thermal conductivity �W/m K�

Nu  Nusselt number
p  static pressure �Pa�

Pr  Prandtl number
q  power, heat-transfer rate �W�

Ra  Rayleigh number
S  pitch �m�
T  temperature �K or °C�
u  velocity �m/s�
U  voltage �V�
W  fin width �m�
x  Cartesian coordinate �m�

Greek Letters

  volumetric expansion coefficient �1/K�

Fig. 9 Results for sinks with „121… and without „96… internal fins: „a… typical heat flux distribution for
the fins at 10 W heat input, „b… typical flow field across the sink, and „c… overall comparison
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	  “clear” spacing between fins �m�
�  difference
�  emissivity
�  kinematic viscosity �m2 /s�
�  density �kg /m3�

�  the Stefan–Boltzmann constant �W /m2 K4�
�  stress tensor �N /m2�

Subscripts
conv  convective

Fig. 10 Simulated heat loss by natural convection only: „a… H=10 mm, „b…
H=20 mm, and „c… H=30 mm
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ins  insulation
r  radiation

w  wall
�  ambient
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Experimental and Numerical
Determination of Thermal
Radiative Properties of ZnO
Particulate Media
The radiative characteristics of dependently scattering packed-beds of ZnO particles,
applied in the design of high-temperature solar thermochemical reactors, were investi-
gated experimentally. ZnO samples of varying thickness were exposed to a continuous
beam of near monochromatic thermal radiation in the 0.5–1 �m wavelength range. The
overall transmitted fraction measured as a function of sample thickness s obeys an
exponential trend exp��As�, with the fit parameter A ranging from 4000�100 m�1 at
555 nm to 2100�100 m�1 at 1 �m. In the forward directions, the measured intensity
distribution is approximately isotropic, whereas in the backward directions it is well
approximated by a Henyey–Greenstein equation with asymmetry factors g��0.4 at 555
nm and g��0.1 at 1 �m. A Monte Carlo ray-tracing model of the experimental setup is
employed to extract the extinction coefficient and the scattering albedo for the case of a
nongray absorbing-scattering medium. �DOI: 10.1115/1.3194763�

Keywords: radiation, radiometry, radiative spectroscopy, Monte Carlo, zinc oxide,
packed-bed

1 Introduction
The two-step water-splitting thermochemical cycle based on the

ZnO/Zn redox reactions is considered for solar hydrogen genera-
tion �1�. It encompasses the endothermal dissociation of ZnO us-
ing concentrated solar radiation as the energy source of high-
temperature process heat, followed by the non-solar exothermal
hydrolysis of Zn. The solar chemical reactor features ZnO par-
ticles directly exposed to high-flux solar irradiation that serve the
functions of radiant absorbers and chemical reactants �2�.

Packed-beds containing chemically reacting particles subjected
to high-flux irradiation are encountered in solar reactor applica-
tions �3�. These packed-beds, which often involve metal oxide
particles, are characterized by their low thermal conductivity and
their high attenuation of thermal radiation, which leads to large
temperature gradients and, consequently, to a nonuniform rate of
chemical reaction. Thus, heat transfer within the packed-bed be-
comes the limiting-controlling mechanism, affecting negatively
the energy conversion efficiency of the solar thermochemical pro-
cess. Of special interest is the thermal dissociation of ZnO at
above 1700 K, performed in a packed-bed exposed to intense
thermal radiation incident from the top under conditions that are
typical of ablation processes �2,4�. Radiative properties such as
the extinction coefficient, the scattering albedo, and the scattering
phase function are needed to model thermal radiation-chemistry
interactions for anticipating the consequences of a given design
decision on the reactor’s performance, and for optimizing the re-
actor design for maximum energy conversion efficiency. In gen-
eral, the composition and structure of the reacting media encoun-
tered in solar chemical reactors are complex, and the properties
should be determined by combined experimental-theoretical stud-
ies.

Previous pertinent studies of the radiative properties in particu-
late media include a review of experimental work up to 1991 and
scattering analysis of collimated radiation �5�, experimental char-
acterization of radiative properties of disperse systems �6�, and
experimental determination of the extinction coefficient of
packed-beds �7–10� and dense media �11,12�, and a method to
enhance transmittance of such media �13�.

In this paper, a combined experimental and numerical study on
radiative properties of ZnO packed-beds is presented. Experimen-
tally measured radiative fluxes are compared with those obtained
by Monte Carlo computations to determine the extinction coeffi-
cient ��=��+�s�, the scattering albedo ��=�s� /��, and the scat-
tering phase function 	�, needed to solve the equation of radiative
transfer �RTE� �14�

dI�

ds
= ��Ib� − ��I� +

�s�

4

�

4


I��ŝi�	��ŝi, ŝ�d�i �1�

2 Experimental Setup
Two configurations of the experimental setup used in this study

are shown schematically in Figs. 1 �setup No. 1� and 2 �setup No.
2�. The main hardware components are as follows: �No. 1� a dual
Xe-arc/Cesiwid-glowbar lamp as a source of radiation, �No. 2� a
double monochromator �Acton Research Spectra Pro Monochro-
mator SP-2355 series� with monochromator exit slit �No. 2��,
�Nos. 3 and 5� two imaging lens pairs �MgF2, focal lengths f
=75 mm and f =150 mm�, �No. 4� a sample, �No. 6� a detector
�Si/PC-HgCdTe sandwich with thermoelectric cooler� mounted on
a rotary arm, �No. 6�� a detector �Si, uncooled� mounted directly
behind the sample, �No. 7� an optical chopper to modulate the
radiation leaving the monochromator, �No. 8� a lock-in amplifier
to measure the modulated signal, and �No. 9� a PC data acquisi-
tion system. This setup enables measurements in the spectral
range from 0.3 �m to 4 �m with a spectral resolution of less
than �1 nm.

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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Conference �HT2008�, Jacksonville, FL, August 10–14, 2008.
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Due to the expected high attenuation of the ZnO packed-bed,
the setup was operated at maximum throughput in the wavelength
range between 555 nm and 1 �m, with spectral resolutions of
�15 nm and �30 nm, respectively.

In setup No. 1 �Fig. 1�, which is used for directional measure-
ments, the radiation leaving through the 3�4 mm2 sized mono-
chromator exit slit is first projected onto the sample with a mag-
nification factor of 2. On the opposite side of the sample an
identical lens pair is used to project the radiation from the sample
onto the detector. At this setting, the maximum acceptance angle
for detection of an incoming ray measured with respect to the
optical axis is less than 4 deg.

In setup No. 2 �Fig. 2� the main difference is that the detector is
placed directly behind the sample with no additional optics be-
tween the sample and detector. This results in a ray acceptance
angle of 50–60 deg, which in turn increases the detector signal,
thus allowing measurements at sample optical thicknesses larger
than with setup No. 1.

The samples of 24�24 mm2 cross section were prepared by
pressing ZnO powder to a target volume fraction of fv
=40–45% �the actual range was between 34% and 51%�. To sup-
port the packed-bed of ZnO after pressing and prevent it from
breaking, it was placed between two parallel ISO 8037/1 standard
compliant microscopy slides. The normalized volume-based par-
ticle size distribution function f�a� and the corresponding cumu-
lative volume distribution function F�a� of the ZnO particles,

F�a� =�
0

a

f�a��da�, F�� = 1 �2�

were obtained by laser scattering particle size analysis �Horiba
LA-950� and are shown in Fig. 3. The Sauter mean particle radius
a32, volume median radius aVM, and the maximum radius amax are
0.95 �m, 1.21 �m, and 6.6 �m, respectively. At a wavelength
of �=555 nm this corresponds to particle size parameters �
�
d /� of 4.6, 13.7, and 75. For the present particle size and
volume fraction range, the scattering regime is dependent �15�,
which considerably complicates the theoretical prediction of the
radiative properties.

3 Monte Carlo Analysis
Solving for the radiative fluxes measured by the two setups was

done by a Monte Carlo ray-tracing simulation �16�, written in
FORTRAN 2003. A large number of stochastic rays are launched at
the rectangular exit slit of the second stage of the double mono-
chromator. The starting points p� are distributed uniformly over the
slit.2 A ray’s emission direction is expressed as a function of its
distance from the optical axis and the monochromator f#. At the
center of the slit the ray emission direction is uniformly distrib-
uted over a cone with opening angle �= �arctan�0.5 / f#�. For off
center rays the inward pointing half of this cone of emission be-
comes skewed to an elliptical base, which is sketched in Fig. 4.

2Underlined variables �p� and u� � indicate local lens system coordinates. u� contains
the slopes with respect to the optical axis and is not a unit vector.

Fig. 4 Directions of emission from the monochromator exit
slit: left—front view of the monochromator exit slit; right—
cross section of the monochromator exit slit

Fig. 1 Experimental setup No. 1 with a rotary detector. Com-
ponents: „No. 1… dual Xe-arc/Cesiwid-glowbar lamp, „No. 2…
double monochromator, „No. 2�… monochromator exit slit,
„Nos. 3 and 5… imaging lens pairs, „No. 4… sample, „No. 6… rotary
detector, „No. 7… optical chopper, „No. 8… lock-in amplifier, and
„No. 9… data acquisition system.

Fig. 2 Experimental setup No. 2 with a fixed detector. Compo-
nents: „Nos. 1–4 and 7–9… as in Fig. 1, „No. 6�… fixed detector.

Fig. 3 Normalized volume-based particle size distribution
function f„a… and the corresponding cumulative volume distri-
bution function F„a… of ZnO particles as a function of particle
radius a
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As indicated in Fig. 4 two characteristic opening angles, �up
and �low, are used to determine the direction of emission. For all
starting points p� the outward pointing angle is �up

=arctan�0.5 / f#�. The inward pointing angle �low is a linear func-
tion of distance from the slit center �i.e., the magnitude of p� �. At
the center of the slit �low=−arctan�0.5 / f#� and at the upper edge
of the slit �low=−arctan�0.25 / f#�.

Using �up and �low and the starting point p� , the ray circumfer-
ential angle � and cone angle � are determined by

� = 
R�, � = �upR� − �1 − R���	�up cos���
�low sin���


� �3�

The angles � and � resulting from Eq. �3� are aligned with
respect to a radial coordinate system that is transformed into the
lens coordinate system by using

p� = 	p� 1

p� 2

, u� = 	 p� 2 cos��� + p� 1 sin���

− p� 1 cos��� + p� 2 sin���

 tan���

�p� �
�4�

The lens system is modeled based on a paraxial approximation
�17�. At each lens the ray direction is transformed from u� to u� � as
shown in Eq. �5�. Rays with positions p� exceeding the lens clear
aperture are discarded from further ray tracing.

�u��1 u��2� = �− f−1 1� · 	p� 1 p� 2

u�1 u�2

 �5�

The microscopy slides �windows� containing the packed-bed
are treated as nonabsorbing and modeled using the Fresnel equa-
tions.

For modeling the dependently scattering packed-bed medium, it
is assumed that the equation of radiative transfer, Eq. �1�, for a
pseudocontinuum of uniform properties may be applied. While
strict derivations of the RTE do not necessarily include the case of
dependent scattering, there are indications that the RTE can still
be used, provided that appropriate radiative properties ���, ��,
and 	�� are employed �6,12�. It is further assumed that transition
effects, which may occur when a ray passes the packed-bed
boundaries, are negligible in comparison to the absorption and
scattering events occurring inside the medium. The collision-
based Monte Carlo method is used to solve for the radiative in-
tensities described by the equation of radiative transfer �14,16�.
Hence, the attenuation path length s is computed via

s = −
1

��

ln Rs �6�

At the location of attenuation, another random number condi-
tion is checked to decide whether absorption or scattering occurs.
If the condition

R� � �� �7�

is satisfied, the history of the ray is terminated. Otherwise, the ray
is scattered and the scattering direction is obtained from

� = 2
R�sca
, R�sca

=
1

2�
0

�sca

	��sca
� �sin �sca

� d�sca
� �8�

where �sca is the scattering cone angle, measured with respect to
the direction of the incident ray, and � is a circumferential angle.

Rays leaving the sample are traced until they either reach the
detector surface or get lost. In case of the rotary detector lens
system �Fig. 1�, the rays are transformed into a local lens coordi-
nate system and traced using Eq. �5�.

Although a number of models for the theoretical prediction of
radiative properties in the presence of dependent scattering have
been presented in literature �6,15�, none of the existing methods
was found to be ideal for the present case of polydispersed ZnO
particles sized on the order of the radiation wavelength. In a more
heuristic than theoretical attempt to get a first estimate for the

effective radiative properties ���, ��, and 	��, a scaling approach
similar to the one made in Ref. �18� and later applied in Ref. �19�
is taken. The approach consists of first obtaining the independent
scattering properties of polydispersed ZnO particles by applying
the Mie solutions �14,15,20,21� and then individually scaling the
absorption and scattering coefficients while leaving the phase
function unchanged. Thus, the unscaled absorption, scattering and
extinction coefficients, and the scattering phase function are cal-
culated as

���,�sca,�,�� = 0.75fv�
0

 �Qabs,Qsca,Qext
a

f�a�da �9�

	���� =
0.75fv

�sca,�
�

0


Qsca	��a,��

a
f�a�da �10�

In Eqs. �9� and �10�, Qabs�a�, Qsca�a�, Qext�a�, and 	��a ,�� are
obtained by using the BHMIE subroutine from Ref. �21�.

As shown in Sec. 4, the aforementioned approach based on
scaling of independent properties gives results, which are too in-
accurate for the purpose of subsequent solar reactor design calcu-
lations. The option of getting better results by trying to perform a
more sophisticated theoretical prediction of radiative properties is,
due to the involved complexity, beyond the scope of this work.
Therefore a more empirical approach is pursued. This empirical
approach makes use of an approximate scattering phase function
consisting of a variation of the double Dirac-delta approximation3

�14�

	��� = 2f fwd��1 − cos���� + 2fbwd��1 + cos���� + �1 − f fwd

− fbwd�	���� �11�

The non-Dirac part of Eq. �11�, 	�, is modeled as a forced
symmetric Henyey–Greenstein shaped phase function

	����� =
1 − g�2

�1 + g�2 − 2g� sgn�cos ��cos ��3/2 �12�

	���� =�
0

�

	������sin����d��/�
0




	������sin����d�� �13�

The reason for not leaving 	� isotropic is that using values of
g� between 0 and 0.5 leads to an improved agreement with the
measurement results in backward direction. To keep the number
of variable parameters as low as just necessary for a good fit, the
asymmetry factor

g = cos��� =
1

4

�

4


	���cos���d� �14�

of 	� is set to g�	��=0 by forcing a symmetric shape. The other
two components in Eq. �11�, f fwd and fbwd, are the for- and
backward-scattered fractions. The extinction coefficient �, scatter-
ing albedo �, for- and backward-scattered fractions f fwd and fbwd,
and shape g� are then determined by an iterative trial-and-error
based best fit to the measurement results.

4 Results
Eight packed-beds of thickness between 0.85 mm and 2.65 mm

were scanned at four wavelengths �=555 nm, 650 nm, 800 nm,
900 nm, and 1000 nm. Figure 5 shows the detector signal with
sample �i.e., packed-bed and two windows�, q, normalized by the
signal without sample, q0, plotted against the packed-bed thick-
ness. Within the region of measurements the signal is approxi-
mated by an exponential fit with coefficients A1 and A2. It can also
be seen that the signal attenuation decreases with increasing

3In the subsequent text, the spectral subscript � will be omitted for brevity.
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wavelength, as expected from the decreasing absorption index of
ZnO �22�. This is reflected in the fit coefficient A2. At 555 nm
A2=4000�100 m−1 and at 1 �m A2=2100�100 m−1.

The directional distribution of radiation around the sample for
the two wavelengths �=555 nm and 1000 nm is shown in Fig. 6.
In forward direction, i.e., at angles smaller than 90 deg, the detec-
tor signal is approximately proportional to the cosine of the view-
ing angle, indicating diffuse behavior. In backward direction it
was found that the signal is roughly proportional to the product of
the cosine of the viewing angle and a Henyey–Greenstein type
phase function with asymmetry factor g=−0.4 at 555 nm and g
=−0.1 at 1000 nm.

A first set of simulation runs was carried out based on a scat-
tering phase function obtained by the Mie solution for polydis-
persed particles shown in Fig. 3. The phase function 	 was left
unchanged while the extinction coefficient � and scattering albedo
� were adapted to give a best fit to the measurements. A typical
result is shown in Fig. 7 and Table 1. It shows that when matching
the measured signal in backward direction, the attenuation in for-
ward direction turns out higher than measured. However, it was
also observed that an increased albedo leads to increased agree-
ment in forward direction, at the cost of poorer agreement in
backward direction.

The results obtained by trying to scale independent scattering
onto the measured dependent scattering results, Fig. 7, were
judged to be too crude for further use in engineering design cal-
culations. Therefore, simulation runs finding a best fit for the ap-

proximate double Dirac-delta phase function, Eq. �11�, were per-
formed. An initial parameter analysis showed that in order to get a
good solution with the existing measurement data, the forward-
scattered fraction must be artificially forced to zero, f fwdª0. This
is because the employed sample preparation equipment does not
allow manufacturing packed-bed samples thin enough to measure
a pronounced forward peak. Without such a peak resolving the
forward-scattered fraction is not possible, because f fwd would be
strongly correlated with �s and consequently also with �, �, and
fbwd. Hence it is important to note that �, �, and fbwd are bound to
f fwdª0, which, in a sense, makes them apparent properties. If the
measurement data would allow resolving a conceptual “true” f fwd
and in turn a “true” �s, then the expected relation between the
present apparent �s and the true �s is �s.apparent=�s.true �1
− f fwd.true�. Note that if fbwd were zero, then the aforementioned
�s.apparent would be equivalent to the one obtained with the well
known transport approximation described in Refs. �20,23�.

An intermediate result for �=1000 nm, f fwdª0, fbwd=0.8 and
0.9, g�=0.25, �=35,000, and �=0.999 is shown in Figs. 8 and 9.
In Fig. 8 the signal in forward direction is observed as a function
of thickness for one viewing angle only. It shows that there first is
a steep decay of the signal before gradually taking on the log-
linear slope of the measurement data points. This zone of initial
steep decay is interpreted as the region where radiation is pre-
dominately attenuated by scattering with only little augmentation
by incoming scattering. Once a sufficient amount of scattered ra-
diation is available incoming scattering begins to contribute,
which leads to the observed reduced slope.

In backward direction, shown in Fig. 9, it appears that a good
agreement can be reached for a backward Dirac peak, fbwd, be-
tween 0.8 and 0.9. This would imply that at �=1000 nm between
80% and 90% of all scattered radiation has a scattering angle �
close to 180 deg. In the simulation the signal at 180 deg becomes
very strong. Having an experimentally measured signal in that
direction will therefore be of great importance for further improv-

Fig. 5 Measured normalized signal q /q0 versus packed-bed
thickness s. Data obtained with setup No. 2.

Fig. 6 Measured normalized signal q /q0 as a function of view-
ing angle � for different packed-bed thicknesses at �
=555 nm and 1000 nm. Data obtained with setup No. 1.

Fig. 7 Measured data „points… versus Mie phase function
based simulation „lines…. The normalized signal q /q0 is plotted
as a function of viewing angle � for two sample thicknesses s.
The wavelength is 555 nm. Further details in Table 1.

Table 1 Extinction coefficients, scattering albedos, and path
lengths for Cases 1–4 shown in Fig. 7

�
�m−1� �

s
�mm�

Case 1 25.0�103 0.85 0.91
Case 2 43.0�103 0.95 0.91
Case 3 25.0�103 0.85 1.7
Case 4 43.0�103 0.95 1.7
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ing and verifying the approximate phase function. Experimental
support for the existence of a strong backward peak can presently
be drawn from previous studies on radiative properties of com-
pacted zinc oxide powder �24�. For wavelengths between 0.5 �m
and 1 �m, the reported normal spectral reflectance of compacted
zinc oxide powder is in the range 80–99%. The main parameters
affecting the normal spectral reflectance in Ref. �24� are compac-
tion pressure and particle size distribution.

5 Conclusion
We have measured radiation exiting through dependently scat-

tering samples of densely packed-beds of ZnO, with the aim of
using these data to find volume-averaged radiative properties re-
quired in the equation of radiative transfer. A collision-based
Monte Carlo ray-tracing model was used to find a best-match
extinction coefficient � and scattering albedo � for a given input
scattering phase function. Two modeling approaches were taken to
find an appropriate phase function 	. The first was based on a
Mie solution for an independently scattering cloud of particles.
With this Mie phase function it was not possible to reach agree-
ment in both forward and backward directions simultaneously.
Therefore, a second modeling approach was based on an approxi-
mate phase function with a symmetric component and an addi-

tional backward Dirac peak. For this phase function it was pos-
sible to achieve a good match with both back and forward
measurements, provided more than 80% of the radiative energy
would be backscattered.

Future studies will focus on measurements at high temperatures
to determine the radiative properties of porous materials encoun-
tered in solar thermochemical reactors such as packed-beds of
ZnO, C, and CaCO3, and reticulate porous ceramics.

Acknowledgment
This work has been partially funded by the Swiss Federal Of-

fice of Energy �BFE� and by the Swiss National Science Founda-
tion under Contract No. 206021-117372.

Nomenclature
A1 � coefficient of the exponential fit A1 exp�−A2s�
A2 � coefficient of the exponential fit A1 exp�−A2s�,

m−1

a � particle radius, m
f � lens focal length, m

fbwd � Dirac backward-scattered fraction
f fwd � Dirac forward-scattered fraction

fv � volume fraction
g � asymmetry factor
p � ray starting point, m
q � detector signal �“radiative flux”�, arbitrary

units
q0 � detector signal without sample at 0 deg view-

ing angle, arbitrary units
R � random number

RTE � equation of radiative transfer
I� � spectral radiative intensity, W m−3 sr−1

Q � efficiency factor
s � path length, m; packed-bed thickness, m
T � transmittance
u � ray direction

Greek Symbols
� � extinction coefficient, m−1

� � Dirac-delta function
� � porosity
� � polar angle �cone angle�, deg
� � absorption coefficient, m−1

� � wavelength, m
� � size parameter

�s � scattering coefficient, m−1

� � azimuthal angle �circumferential angle�, deg
	 � scattering phase function
� � solid angle, sr
� � scattering albedo

Subscripts
abs � absorption
ext � extinction
HG � Henyey–Greenstein

i � incident
MC � Monte Carlo method
sca � scattering

VM � volume median
� � spectral
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Thermal dispersion due to local flows is significant in heat trans-
fer with forced convection in porous media. The effects of param-
etrized melting �M�, thermal dispersion �D�, inertia �F�, and
mixed convection (Ra/Pe) on the velocity distribution, tempera-
ture, and Nusselt number on non-Darcy, mixed convective heat
transfer from an infinite vertical plate embedded in a saturated
porous medium are examined. It is observed that the Nusselt num-
ber decreases with increase in melting parameter and increases
with increase in thermal dispersion. �DOI: 10.1115/1.3194761�

Keywords: porous medium, melting, thermal dispersion, mixed
convection

1 Introduction
In the present work, melting with thermal dispersion, which is a

necessary secondary effect due to local fluid flow in the tortuous
paths that exist in the porous medium �1,2� on non-Darcy, mixed
convective heat transfer from an infinite vertical plate embedded
in a saturated porous medium, is studied. Both aiding and oppos-
ing flows are examined. The Forchheimer extension for flow
equations in steady state is considered and the coefficient of ther-
mal diffusivity is assumed as the sum of the molecular diffusivity
and the thermal diffusivity due to mechanical dispersion. Similar-
ity solution for the governing equations is obtained. The equations
are numerically solved using the Runge–Kutta fourth order
method coupled with shooting technique. There is a large litera-
ture in this area and we will mention those that are, in our opinion,
most relevant for reasons of print-space restrictions. The problem
of mixed convection in melting from a vertical plate of uniform
temperature in a saturated porous medium was studied by Gorla et
al. �3�. They found that the melting process is analogous to mass
injection and blowing near the boundary and thus, reduces the

heat transfer through the solid-liquid interface. In Ref. �4� Tash-
toush studied the magnetic and buoyancy effects on melting from
a vertical plate by considering the Forchheimer extension. He ex-
amined the velocity and temperature profiles and heat transfer rate
of the melting phenomena associated with uniform wall tempera-
ture using the collocation finite element method. He has analyzed
the effect of inertial forces on flow and heat transfer. However,
Nield �5� recently pointed out that it is not possible to produce a
magnetic field strong enough for the magnetic drag to be signifi-
cant in comparison with the Darcy drag for a practical porous
medium. Recently, Cheng and Lin �6� studied the melting effect
on mixed convective heat transfer from a solid porous vertical
plate with uniform wall temperature embedded in the liquid satu-
rated porous medium, using the Runge–Kutta–Gill method and
Newton’s iteration for similarity solutions. They established the
criteria for �Gr /Re� values for forced, mixed, and free convection
from an isothermal vertical plate in porous media with aiding and
opposing external flows in the melting process.

2 Mathematical Formulation
A mixed convective heat transfer in a non-Darcian porous me-

dium saturated with a homogeneous Newtonian fluid adjacent to a
vertical plate is considered. This plate constitutes the interface
between the liquid and solid phases during melting inside the
porous matrix. The plate is at a constant temperature Tm, at which
the material of the porous matrix melts. The x-y coordinate system
is attached to the vertical plate, as shown in the Fig. 1. The solid
phase occupying the region y�0 is at temperature T0�Tm. A thin
boundary layer exists close to the right of the vertical plate and the
temperature changes smoothly through this layer from Tm to T�

�Tm�T��, which is the temperature of the fluid phase.
Taking into account the effect of the thermal dispersion, the

governing equations for steady non-Darcy flow in a saturated po-
rous medium can be written as follows:

The continuity equation is

�u

�x
+

�v
�y

= 0 �1�

The momentum equation �4� is

�u

�y
+

2C�K

�
u

�u

�y
= −

Kg�

�

�T

�y
�2�

The energy equation �7� is

u
�T

�x
+ v

�T

�y
=

�

�y
��

�T

�y
� �3�

Thermal diffusivity �=�m+�d, where �m is the molecular diffu-
sivity and �d is the dispersion thermal diffusivity due to mechani-
cal dispersion. As in the linear model proposed by Plumb �8�, the
dispersion thermal diffusivity �d is proportional to the velocity
component, i.e., �d=�ud, where � is the dispersion coefficient
and d is the mean particle diameter.

The boundary conditions for this problem are

y = 0, T = Tm, k
�T

�y
= ��hsf + cs�Tm − T0��v �4�

y → �, T → T�, u = u� �5�

The stream function � with u =
��

�y
and v = −

��

�x
�6�

renders the continuity equation �Eq. �1�� satisfied and Eqs. �2� and
�3� transform to

�2�

�y2 + 2
C�K

�
� ��

�y
�� �2�

�y2� = −
kg�

�

�T

�y
�7�
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��

�y

�T

�x
−

��

�x

�T

�y
=

�

�y
���m + �

��

�y
d� �T

�y
	 �8�

Introducing the similarity variables as

� = f�	���mu�x�1/2 �9�

	 = �u�x

�m
�1/2� y

x
� �10�


�	� =
T − Tm

T� − Tm
�11�

the momentum �Eq. �7�� and energy equations �Eq. �8�� are re-
duced to

�1 + Ff��f� +
Rax

Pex

� = 0 �12�

�1 + Df��
� + �1

2
f + Df��
� = 0 �13�

where the prime symbol denotes the differentiation with respect to
the similarity variable 	, and Rax /Pex is the mixed convection
parameter, which is taken as positive when the buoyancy is aiding
the external flow and as negative when the buoyancy is opposing
the external flow.

Rax =
g�K�T� − Tm�x

��m
�14�

Pex =
u�x

�m
�15�

F =
2C�Ku�

�
�16�

D =
�du�

�m
�17�

Taking into consideration the thermal dispersion effect together
with melting, the boundary conditions �Eq. �4�� take the form

	 = 0, 
 = 0, f�0� + 
1 + Df��0��2M
��0� = 0 �18�

	 → �, 
 = 1, f� = 1 �19�

where

M =
cf�T� − Tm�

hsf + cs�Tm − T0�
�20�

From the conditions in Eq. �18�, we can recover the conditions
when thermal dispersion is absent �3�.

The local heat transfer rate from the surface of the plate is given
by

qw = − k� �T

�y
	

y=0

�21�

The Nusselt number

Nu =
hx

k
=

qwx

k�Tm − T��
�22�

where k is the effective thermal conductivity of the porous me-
dium, which is the sum of the molecular thermal conductivity km
and the dispersion thermal conductivity kd �7�. Substituting Eqs.
�11� and �21� into Eq. �22�, the modified Nusselt number is ob-
tained as

Nux

�Pex�1/2 = �1 + Df��0��
��0� �23�

In the absence of inertia and thermal dispersion, we get the Nus-
selt number for pure melting phenomenon in the Darcy medium
�3�.

3 Solution Procedure
The dimensionless equations �Eqs. �12� and �13�� together with

the boundary conditions �Eqs. �18� and �19�� are solved numeri-
cally by means of the fourth order Runge–Kutta method coupled
with the shooting technique. The solution, thus, obtained is
matched with the given values of f���� and 
�0�. In addition, the
boundary condition 	→� is approximated by 	max=7, which is
found sufficiently large for the velocity and temperature to ap-
proach the relevant freestream properties. This choice of 	max
helps to compare the present results with these of earlier research-
ers. Table 1 shows a comparison of the results obtained through
the stated procedure with those obtained in Refs. �3,6� for the
Darcian conditions.

From Table 1, it is clear that the present study is in complete
agreement with the results of Cheng and Lin �6�.

4 Conclusions
In problems of heat transfer in porous media under forced con-

vection, thermal dispersion due to local flows in the tortuous paths
of the medium is significant. In this paper, the effect of thermal
dispersion, i.e., the effect of heat transfer due to hydrodynamic
mixing of the interstitial fluid at the pore scale is incorporated by
using Plumb’s linear model in the governing equations and a nu-
merical solution of the problem is obtained using the shooting

Fig. 1 Schematic diagram of the problem

Table 1 Comparison of present results with the values ob-
tained by Gorla et al. †3‡ and Cheng and Lin †6‡ for the melting
strength M=2 and F=0 for different mixed convection param-
eter values in an aiding external flow

Parameter f��0� f��0� f��0� 
��0� 
��0� 
��0�

M

Ra

Pe
Gorla

et al. �3�

Cheng
and

Lin �6� Present
Gorla

et al. �3�

Cheng
and

Lin �6� Present

2.0 0.0 1.000 1.000 1.000 0.2799 0.2706 0.27062
1.4 2.400 2.400 2.400 0.3823 0.3801 0.3801
3.0 4.000 4.000 4.000 0.4754 0.4745 0.4745
8.0 9.000 9.000 9.000 0.6902 0.6902 0.69019

10.0 11.00 11.00 11.00 0.7594 0.7594 0.75939
20.0 21.00 21.00 21.00 1.038 1.038 1.0384
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technique. The scheme is validated against earlier published re-
sults �3,6� that do not include thermal dispersion and inertia ef-
fects. The effects of thermal dispersion �D�, melting �M�, inertia
�F�, and mixed convection �Ra/Pe� on the flow are graphically
illustrated by obtaining the Nusselt number �Nu� and the nondi-
mensionalized velocity and temperature profiles. In non-Darcian
framework, comparisons are made in the following cases: �i�
mixed convection when both melting and thermal dispersion are
absent, and �ii� mixed convection with melting alone, with the
present results when melting and thermal dispersion are both
present together with mixed convection.

�1� It is observed that thermal dispersion and melting tend to
increase/decrease the velocity within the boundary layer in aiding/

opposing flows �Fig. 2�. �2� Increase in melting parameter de-
creases the temperature. Within the boundary layer, temperature
decreases with an increase in thermal dispersion �Figs. 3�a� and
3�b��. �3� However, it is found that the rate of heat transfer de-
creases with the increasing melting parameter while it increases
with an increase in thermal dispersion. Melting with thermal dis-
persion increases the heat transfer more significantly than when
melting occurs without thermal dispersion. In aiding flow, as �Ra/

Fig. 2 The effect of thermal dispersion and melting on the ve-
locity distribution in both aiding and opposing flows

Fig. 3 The effect of melting and thermal dispersion on the
temperature distribution

Fig. 4 Variation in the local Nusselt number with the melting
parameter for different values of thermal dispersion and mixed
convection parameters

Fig. 5 Variation in the local Nusselt number with the melting
parameter for different values of thermal dispersion and inertia
parameters
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Pe� increases, the Nusselt number increases, but this increase is
less in the absence of thermal dispersion than in the presence of
thermal dispersion. In an opposing flow, the Nusselt number is
found to decrease as �Ra /Pe� increases �Figs. 4�a� and 4�b��. �4�
The Nusselt number is decreasing/increasing with the increasing
inertia effect in aiding/opposing flow. But, this decrease/increase
is less in the absence of thermal dispersion than in the presence of
thermal dispersion �Figs. 5�a� and 5�b��. �5� It is also seen that the
velocity increases with an increase in aiding buoyancy, both in the
presence and the absence of thermal dispersion while the velocity
decreases as the opposing buoyancy becomes larger. �6� Further-
more, the present model shows that in the non-Darcian case, the
velocity of the flow with aiding buoyancy is less compared with
the velocity in the Darcian case with aiding buoyancy and the
effect is seen to be reversed in the opposing buoyancy. Illustra-
tions for 5 and 6 are not shown for want of space.

It is hoped that this paper will be of interest to experimentalists.

Nomenclature
C � inertial coefficient
cf � specific heat of convective fluid �J/kg K�
cs � specific heat of solid phase �J/kg K�
d � mean particle diameter
D � thermal dispersion parameter defined in Eq.

�17�
f � dimensionless stream function
F � dimensionless inertia parameter defined in Eq.

�16�
g � acceleration due to gravity �m /s2�
h � local heat transfer coefficient

hsf � latent heat of melting of solid �J/kg�
kd � dispersion thermal conductivity �J/s m K�
k � effective thermal conductivity �J/s m K�
K � permeability of the porous medium �m2�
M � melting parameter defined in Eq. �20�

Nu � local Nusselt number defined in Eq. �23�
Pex � local Peclet number defined in Eq. �15�
qw � wall heat flux �J /s m2�

Rax � local Rayleigh number defined in Eq. �14�
T � temperature in thermal boundary layer �K�

T0 � temperature at the solid region �K�
u � velocity in x-direction �m/s�

u� � external flow velocity �m/s�
v � velocity in y-direction �m/s�
x � coordinate along the melting plate �m�
y � coordinates normal to melting plate �m�

Greek Symbols
� � equivalent thermal diffusivity �m2 /s�
� � coefficient of thermal expansion �1/K�
	 � dimensionless similarity variable defined in Eq.

�10�

 � dimensionless temperature defined in Eq. �11�
� � dynamic viscosity of fluid �kg/s m�
� � kinematic viscosity of fluid �m2 /s�
� � density of convective fluid �kg /m3�
� � stream function �m2 /s� defined in Eq. �9�

Subscripts
m � melting point
� � condition at infinity
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A possible problem in using solar chimney as a natural smoke
exhaust system will be identified in this paper. Smoke generated in
a fire might not be removed effectively if the glazing walls are
heated up due to exposure to solar radiation. It is because the
buoyancy of the smoke is reduced initially in the solar chimney.
This phenomenon of reducing buoyancy will be discussed. A
simple equation of motion on smoke movement was set up. Some
of the results of full-scale burning experiments carried out earlier
for assessing the fire response of a glass façade system were ap-
plied to support the argument. Experiments indicated that smoke
would take a longer time to move up when the glazing wall tem-
perature is higher. A better smoke exhaust design accounting the
reduction in buoyancy at this early stage of a fire should be
worked out. �DOI: 10.1115/1.3211860�

Keywords: full-scale burning tests, glass solar chimney,
buoyancy, smoke exhaust

1 Introduction
Conventional chimneys induce natural ventilation by both stack

effect and buoyancy �1�. Stack effect is due to the differences
between the indoor and outdoor temperatures. The resulting stack
pressure also depends on the height. Buoyancy refers to the up-
ward force due to the lighter density of the hot bulk of gases with
temperature higher than the ambient.

A solar chimney is a way to introduce natural ventilation
through solar energy �2�. It is similar to a conventional chimney
but with some walls, normally facing south replaced by glazing.
Due to exposure to solar radiation, the chimney interior would
absorb solar energy and heat up the air inside. The air temperature
inside the solar chimney would increase to give possible stack
effect in driving natural ventilation. Usually, the solar chimney is
located at the top of the building. Performance of solar chimneys
on inducing natural ventilation have been studied extensively and
reported in the literature.

Solar chimneys are proposed to be used as natural smoke ex-
haust systems in some new projects because of space limitation,
cost reduction, or saving energy in operating mechanical smoke

exhaust systems �3� to satisfy the design criteria on green or sus-
tainable buildings �4�. Thermal radiation on the glass panels
would give higher temperatures. This would induce air flow from
other parts of the building. Solar chimneys of sufficient height
would give stack effect in driving smoke movement. Solar heating
will give higher wall temperature, leading to a lower temperature
difference between hot smoke and wall surfaces. Reducing buoy-
ancy of smoke may thus give problems in exhausting smoke
through solar chimneys at the early stage of the fire.

The reduction in buoyancy will be discussed in this paper. Ex-
perimental studies reported earlier �5� on a glass facade system
model box will be applied to support the argument. It is better to
consider this identified problem carefully in designing smoke ex-
haust system for the early stage of a fire.

2 Reduction in Buoyancy
A normal chimney with smoke at temperature Ts and density �s

moving up, as shown in Fig. 1�a�, is taken as an example. Tem-
perature of the wall is To and air density at that temperature is �o.
The buoyancy of smoke for the normal chimney BNC is

BNC = ��o − �s�g �1�
The pressure difference induced by smoke with low temperature
rise for a normal chimney is less than 103 Pa. This is much
smaller than the atmospheric pressure �0 �about 105 Pa�. Apply-
ing the ideal gas law gives

�oTo = �sTs �2�
Putting in Eq. �1� gives

BNC = �oTo�Ts − To

TsTo
�g �3�

For a solar chimney, the hotter glazing wall is heated up by ther-
mal radiation to temperature Thw. The buoyancy of smoke for the
solar chimney BSC is

BSC = �oTo�Ts − Thw

TsThw
�g �4�

The ratio � of the smoke buoyancy in a solar chimney to that in a
normal chimney is

� =
BSC

BNC
�5�

or

� = �Ts − Thw

Ts − To
�� To

Thw
� �6�

Note that Thw�To and so ��1. Before hot smoke at Ts moves
out of the chimney to meet the cool air outside at To, the buoyancy
would be reduced. It takes some time for warming up the cool
glass chimney so that the value of � would increase back to 1.

3 Experimental Studies
Experimental studies on different glass facade systems were

reported �5� in the literature. Some of the results assessing the fire
response of a model box with a double skin facade are useful for
supporting the argument in this paper. Such experiments were
carried out �5� in a full-scale burning site in Northeastern China.
Tests on the glass model box similar to part of a solar chimney, as
shown in Fig. 1�b�, were considered. The glass model has a height
of 3.5 m, and cross-section of 1�0.2 m2, as shown in Fig. 1�b�.

A fire room with a length of 1.5 m, width of 2 m, and height of
2.1 m, as shown in Fig. 1�b�, was put adjacent to the glass box. A
22 kW pool fire with a diameter of 0.2 m with 150 ml gasoline
was set up inside the room. An opening with a width of 0.1 m and
height of 0.75 m was designed to direct smoke and heat from the
fire room into the solar chimney model.
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The glass panel was kept at different initial surface tempera-
tures Thw heated up by thermal radiation from an electrical heater,
as shown in Fig. 1�b�. Results on two sets of tests with surface
temperatures of the glasses at 19°C �Test SC1� and 45°C �Test
SC2� were used. The ambient temperature To was about 16°C.

In the tests, five thermocouples labeled TC1 �at the highest
point� to TC5 were placed at the center of the solar chimney
model to measure the vertical temperature profile �Fig. 1�b��. Two
trials were carried out for each test with results on the transient
temperatures for tests SC1 and SC2 �5�.

4 Discussion
In view of the temperature distributions for the tests SC1 and

SC2, as reported in Ref. �5�, Ts was about 50°C or 323 K. It took
about 45 s after starting the fire for smoke with higher temperature
to move out of the chamber.

As observed from the temperature curve at the highest location
TC1, as shown in Fig. 2, the time for the smoke front to reach

TC1 would be faster �at about 60 s� in test SC1 than in test SC2
�at about 80 s�. This shows that smoke has lower buoyancy in
chimney walls with higher temperature Thw.

Putting in numerical values for Ts and To for these two tests to
� given by Eq. �6�, we have

� = 85�323 − Thw

Thw
� �7�

Variation in � with Thw would give how smoke buoyancy is re-
duced with hot wall temperatures.

An equation of motion �6� for smoke volume �� of density �s
at temperature Ts with travel distance x up the ceiling, as shown in
Fig. 1�a�, can be set up as

��s���
d2x

dt2
= ��s − �hw�g�� �8�

Solving it gives x for initial speed �o at t with initial conditions
x=0 when t=0

Fig. 1 The experimental setup

Fig. 2 Smoke temperature at the highest point TC1 of the solar chimney model
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x =
1

2
��s − �hw

�s
�gt2 + �ot �9�

Ideal gas with low pressure variation gives

�sTs = �hwThw �10�
which when combined with Eq. �9� gives

x =
g

2
�Thw − Ts

Thw
�t2 + �ot �11�

In traveling the same distance x up to the highest thermocouple
location at TC1, the times were t1 and t2 for two different hot wall
temperatures Thw1 and Thw2, respectively. For low initial velocity
�o→0 ms−1

g

2
�Thw1 − Ts

Ts
�t1

2 =
g

2
�Thw2 − Ts

Ts
�t2

2

This gives

t1
t2

= �Thw2 − Ts

Thw1 − Ts
�1/2

�12�

For Thw1=19°C or 292 K, Thw2=45°C or 318 K

t1
t2

= �318 – 323

292 – 323
�1/2

	 0.402

This agreed fairly well with the observed temperature pattern on t1
of �60–45� s or 15 s and t2 of �80–45� s or 35 s as shown in Eq.
�7�, giving t1 / t2 of 0.428 if the smoke temperature Ts was 50°C.
Slight deviation is expected in the above tests with a short solar
chimney. Further, heat transfer in the smoke volume is not in-
cluded. Smoke would be cooled down while moving up.

5 Conclusion
A possible problem on the initial flow of smoke through the

solar chimney �2� as a static smoke exhaust system is discussed in
this paper. The higher surface temperature of the solar chimney
wall might reduce the buoyancy of smoke as demonstrated in the
above analysis. This was supported by some experimental results
reported earlier �5� on a glass facade model. Therefore, the vent
area of the exhaust system should be determined carefully at the
early stage of a fire. Once a steady flow is achieved, the smoke
flow through the chimney would be improved, or at least resumed
to normal, as a result of the heated chimney to reduce heat lost of
smoke in maintaining the buoyancy.

The height of the experimental solar chimney model, which is
only 3.5 m, may not be tall enough in the reported experimental
studies �5� to understand the effect of buoyancy in actual con-
struction. Further experiments with a longer solar chimney are
suggested to give a better demonstration on the possible reduction

in buoyancy at the early stage, and possibility of improving the
efficiency at the later stage. Full-scale tests in models of actual
design are recommended.

Several important issues should be considered. First, a lower
smoke temperature increasing rate would result from a slow grow-
ing fire. Therefore, buoyancy might not be reduced as much if
heating rate of smoke is slow. Second, reduction in smoke buoy-
ancy due to high wall temperature might be found not only in
solar chimneys, but also in all buildings with glass facades. Fi-
nally, smoke exhaust efficiency might be better when outside tem-
perature is warmer than inside. The smoke extract used in the
above experiments was only one of the possible fire scenarios.
This is a proposition of uncertain performance on the natural ven-
tilation of the main parts of the building with a complex design of
vertical shafts for releasing of smoke �7�.

Nomenclature
BNC 	 buoyancy of smoke for normal chimney
BSC 	 buoyancy of smoke for solar chimney

g 	 acceleration due to gravity
Po 	 atmospheric pressure

To, Ts 	 temperatures of outside air and smoke
Thw 	 temperature of hot wall of chimney

t 	 time
t1, t2 	 times traveled up for chimney with hot wall

temperatures Thw1 or Thw2
v 	 velocity of smoke
x 	 distance traveled up

Greek Symbols
� 	 ratio of buoyancy of solar chimney to normal

chimney
�o, �s 	 densities of outside air and smoke

�� 	 smoke volume element
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Heat transfer measurements for natural convection in superposed
metal foam and water layers are reported. Two systems heated at
the lower boundary are considered: a water-filled cavity with a
foam layer on the heated surface and a water-filled cavity with
foam layers on the upper and lower surfaces. The present experi-
ments use open cell copper foams with a nominal porosity of 92%,
and the relative thicknesses of the water and foam layers are
varied. Steady state Nusselt numbers show that the presence of
foam on the boundaries enhances overall heat transfer coefficients
over that for the water-only layer. Enhancement of overall Nusselt
numbers varies from 12% to 60% depending on Rayleigh number.
Sublayer configurations with foam on both heat transfer surfaces
are more effective for enhancement than a configuration with
foam only on the heated surface. �DOI: 10.1115/1.3194767�

Keywords: natural convection, metal foam, heat transfer en-
hancement

1 Introduction
Recently Kathare et al. �1� published data for natural convec-

tion heat transfer in a water-saturated layer of 10 PPI and 20 PPI
�PPI denotes pores per inch� copper foams enclosed in an insu-
lated cavity and heated from below. The porous medium Nusselt
number was correlated with the porous medium Rayleigh and
modified Prandtl numbers. Conduction and buoyant advection
were the dominant modes of heat transfer. Enhancement of the
heat transfer rate compared with that in a water layer was found
for Raf �108 and 1.2�10−5�Da�2.4�10−5. The prior study
leaves open the question of whether the observed heat transfer
enhancement is governed by the boundary layer mechanism or the
bulk characteristics of the foam-water combination. The present
work answers this question in part via heat transfer measurements
in natural convection for foam layers superposed by a fluid layer
of varying heights. To our knowledge, no previous work has ap-

peared on such a system, but measurements and numerical studies
of flow and natural convection exist for packed beds superposed
by a fluid layer for a wide range of ks /kf �2–10�. Though not
exhaustive, these studies suggest that metal foams, with their large
values of permeability, Darcy number, and ks /kf, might offer heat
transfer enhancement in natural convection for bottom-heated su-
perposed fluid and porous layers. However, experiments to vali-
date this inference are required.

Based on our prior experiments �1�, a water-metal foam system
presents a significantly different wall boundary condition than a
packed bed owing to the more uniform porosity and permeability
at the heated wall. The present study therefore focuses on heat
transfer enhancement due to copper metal foam over that in a
layer of water and extends the database of the above referenced
literature on packed beds with a superposed fluid layer. Further,
the motivation for the present study is to expand upon the results
of our previous study as well as to enlarge the design database for
possible use of metal foams in sensible heat water storage sys-
tems.

2 Apparatus and Procedure
The experimental apparatus and procedure are the same as de-

scribed by Kathare et al. �1,11�, and the following is a brief de-
scription of their primary features. The test chamber is a well
insulated vertical acrylic cylinder of 12.7 cm inside diameter
�0.0635 cm wall, a heated lower boundary, and a vertically ad-
justable constant temperature upper boundary. The working fluid
is degassed water. Superposed water and metal foam layers are
created either with a water layer over laying a metal foam layer on
the lower boundary �Type A, Fig. 1�a�� or with a foam layer on
both the upper and lower surfaces �Type B, Fig. 1�b��. Heating
from the bottom is provided by a resistance element located be-
neath a 9.53 mm thick copper bottom plate. A similar guard heater
and a separator plate assembly at the bottom minimize heat loss to
3% of the applied flux. Net heat flow through the foam-water
layers is held at �63 W. The top plate is held at �292�0.5 K
with a spiral wound brazed copper tube through which cooling
water is circulated.

Individually calibrated 36 Ga Type E thermocouples referenced
to an ice bath are used for temperature measurements. For the top
and bottom copper plates, six thermocouple junctions are located
0.53 mm beneath the surface in contact with the metal foam-water
medium. Similarly positioned thermocouples are located on the
bottom plate beneath the surface and in the copper plate below the
acrylic separator plate. Temperatures of the bounding surfaces are
recorded at steady state �2 h after the initiation of heating.

Disks �2.54 cm�12.7 cm diameter� of open cell copper alloy
�C10100� foam of 10 PPI and 20 PPI with cells generally com-
prising either 12 or 14 sided polyhedrons with either pentagonal
or hexagonal faces and measured porosity of 0.92�0.02 were
obtained from ERG Aerospace. The stagnant thermal conductivity
of the 10 PPI and 20 PPI water-saturated foams �km

=9.5�0.4 W /m K� is obtained via measurements under a stable
temperature gradient for a layer completely filled with foam. Val-
ues of K and Cf are obtained from a regression analysis in the
form of a quadratic expression for measured pressure drop per
unit depth of foam �11�. A summary of the transport parameters is
shown in Table 1.

In the reduction in data, all thermophysical properties are evalu-
ated at the mean of the lower and upper surface temperatures. The
overall heat transfer coefficient is determined with the difference
between the average temperatures of the upper and lower surfaces
and the net heat flux through the foam-water layer. Maximum
experimental uncertainties in the Darcy, Rayleigh, and Nusselt
numbers are 8%, 11%, and 12%, respectively.
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3 Results
Table 2 lists the cases included in the experiments. Baseline

data are presented for Rayleigh–Bénard convention in water lay-
ers of 0.0762 m �Case i� and 0.1016 m �Case ii�. The measured
Nuf follows the correlation of Garon and Goldstein �12�. Super-
posed foam and water layers are represented by Cases ii–iv for
H=0.0762 m and Case vii for H=0.1016 m. The limiting Cases
v �H=0.0762 m� and viii �H=0.1016 m� are layers completely
filled with foam. Results of the present heat transfer measure-
ments are summarized in Table 3.

The effective conductivity of the water-foam combination is
determined using a series resistance formula

H

k̃
=

H − Lh − Lc

kf
+

Lh + Lc

km
�1�

In the limiting Cases v and viii, k̃=km.
The primary effect of the foam on heat transfer rate is the

change in Nuf for 1.02�108�Raf �3.11�108. Note that the
fluid Rayleigh numbers are of the same order of magnitude be-
cause the experiments were run with the same applied heat flux.
For the present experiments, the availability of a limited number

of copper foam sublayers and two PPI values does not permit an
analysis of a wider range of dimensionless groups for character-
izing the effects of pore size and sublayer depth.

For determining enhancement of heat transfer in the presence of
the metal foam, we employ two enhancement ratios. The ratio E
signifies the overall enhancement in heat transfer rate due to the
presence of foam as compared with the water layer without foam
for the same Raf.

E = �qfoam

qf
�

Raf

�2�

Within this ratio is embedded all the hydrodynamic and the ther-
mal effects of the foam on heat transfer. In terms of the relevant
dimensionless groups, Eq. �2� reduces to

E = � Nuf ,foam

0.10 Raf
0.31�

Raf

�3�

A second enhancement ratio Ẽ is defined to emphasize the role of
advection with the foam present,

Fig. 1 Sublayer configurations. „a… Type A: Overlying water sublayer. „b…
Type B: Interposed water sublayer.

Table 1 Foam layers with key transport parameters. Layers with multiple PPIs are obtained by
stacking „PPI from bottom to top…. A range of mean Prandtl numbers is given owing to the
variation in fluid viscosity.

Foam layer
PPI
�L �m�� H /D

dp
��103 m�

K��107 m�
��0.1�

Cf
��0.0005� Da��105� Prm

10 �L=0.0254 m� 5 2.54 1.6 0.068 25.4 0.49–0.54
20 �L=0.0254 m� 5 1.25 1.1 0.083 16.5 0.40–0.44
10 �L=0.0508 m� 2.5 2.54 1.6 0.068 6.3 0.44–0.54
20 PPI �L=0.0508 m� 2.5 1.25 1.1 0.083 4.1 0.41–0.45
10–20–10 PPI
�each 0.0254 m thick; L=0.0762 m�

1.67 2.54 1.4 0.074 2.4 0.40–0.49

20–10–20 PPI
�each 0.0254 m thick, L=0.0762 m�

1.25 2.54 1.3 0.076 1.2 0.45–0.49

Table 2 Water and foam sublayer configurations with Rayleigh number based on fluid
properties

Case
H

�m�
Lh

�m�
Lc

�m�
Foam
�PPI� Type �Fig. 1�

Raf
��10−8�

i 0.0762 No foam NA NA 1.09
ii 0.0254 0 10 A 1.62
iii 0.0508 0 10 A 1.57
iv 0.0254 0.0254 10 B 1.21

v Foam filled 10–20–10 NA 1.02
vi 0.1016 No foam NA NA 2.69
vii 0.0254 0.0254 10 B 3.11
viii Foam filled 10–20–20–10 NA 2.54
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Ẽ = � �q − qcond�foam

�q − qcond�water
�

Raf

= � qk̃

�0.10 Raf
0.31 − 1�kf

�
Raf

�4�

In Eqs. �3� and �4�, heat transfer rates are net quantities �total
minus losses� delivered through the bottom surface to the water/
foam system.

We now consider the several cases and the evidence of en-
hancement of the heat transfer rate due to the presence of the
foam. First, consider the results when the height of the enclosure
is 0.0762 m. The addition of 0.0254 m thick 10 PPI copper foam
adjacent to the hot plate �Type A, Case ii� increases Nuf compared
with that in the water layer �Case i� and provides 12% enhance-
ment of the heat transfer coefficient. The addition of a second
layer of 0.0254 m thick 10 PPI foam adjacent to the hot plate
�Type A, Case iii� increases Nuf by an additional 2.3% �from 39.2
to 40.1� over the increase seen in Case ii for approximately the
same Raf.

Comparison of Cases iii and iv, which have the same stagnant
thermal conductivity but foam at different locations, indicates that
when the foam is adjacent to both boundaries �Type B, Case iv�, it
provides much greater enhancement of heat transfer compared
with enhancement in the Type A configuration. Case iv, which has
a 0.0254 m thick 10 PPI foam positioned adjacent to both the hot
and the cold plates with a 2.54 cm thick water layer in between,
provides a value of Nuf that is 17.2% larger than that in Case iii,
even though Raf is �22% less than that in Case iii. It also pro-
vides 47% enhancement of the heat transfer coefficient when
compared with the heat transfer coefficient for a water layer of the
same height without foam �Case i�.

In Case v, the enclosure is completely filled with foam. The
stagnant thermal conductivity is 5.9 times larger than that for Case
iv. Case v provides the greatest enhancement of heat transfer, 58%
greater than the water layer of the same height. However, this case
provides only a marginal increase over Case iii, which uses less
foam �5.08 cm versus 7.62 cm�.

In a second series of experiments, a layer thickness of 0.1016 m
is used. The base case, Case vi, has no foam. Case vii has two 10
PPI foam layers, each 0.0254 m thick adjacent to the isothermal
plates and the water layer in between the foam is 0.0508 m thick.
Case viii has a foam throughout the enclosure. Case viii, with the
highest stagnant thermal conductivity, provides the maximum heat
transfer enhancement, 48%, compared with a water layer of the
same thickness. However, once again, placing the foam adjacent
to both boundaries �Case vii� provides substantial heat transfer
enhancement with less foam. Enhancement for Case vii is 35% in
spite of having a stagnant thermal conductivity �12% of that in
Case viii.

We now consider advective enhancement k̃ for a height of
0.0762 m. Cases ii and iii provide 11% enhancement in the ad-
vective heat transfer, whereas Case iv has the highest advective
enhancement, 53%. Case v, with the cavity completely filled with
the saturated foam, has the lowest enhancement of advective heat
transfer, which is just 9%, even though the net enhancement of

heat transfer is highest at 58%. For H=10.16 cm, Case vii with
foam on both the boundaries provides 34% enhancement in ad-
vective heat transfer, whereas Case viii with foam throughout the
cavity provides 11% enhancement in advective heat transfer.

Comparison of Cases ii and iii shows that there is no additional
enhancement in advective heat transfer by adding the second layer
of foam near the hot boundary, even though there is a very small
increase in the overall heat transfer due to the rise in stagnant
conductivity of the combination from 0.87 W/m K to 1.59
W/m K. Case iv with foam on both the boundaries increases the
advective heat transfer enhancement considerably compared with
Case iii. The addition of another layer of foam, i.e., filling the
cavity completely with the foam, decreases the enhancement of
advective heat transfer. This conclusion is supported by compar-

ing Ẽ for Cases vii and viii.

4 Conclusion
The present study suggests that heat transfer enhancement in

natural convection can be obtained for specific combinations of
the sublayer thickness of the foam for the bottom-heated layer
configuration. Comparison of Cases iv and v indicates that a sub-
stantial enhancement of overall heat transfer rate can be obtained
by providing foam only on the boundaries. When the foam occu-
pies the entire layer, heat transfer enhancement is primarily the
result of the high stagnant conductivity of the foam-water combi-
nation, and advective enhancement is minimal. In this case, the
foam away from the boundaries suppresses buoyancy.

With foam on the boundaries, heat transfer is influenced more
by boundary phenomena than by bulk phenomena. The thickness
and placement of the foam, foam morphology �PPI and ligament
structure�, and thermal conductivity ratio thus are the primary
quantities determining the overall Nusselt number and enhance-
ment factors. Development of the functional relation requires an
extensive series of controlled experiments in concert with model-
ing and numerical analysis. To some extent, the literature re-
viewed in this paper and our earlier paper �1� suggests that a good
start has been made toward a general heat transfer law, albeit for
superposed layers of fluid and a packed bed of particles.

Our results and those of the prior literature also suggest that for
practical applications, there exists an optimal thickness of foam
adjacent to the thermal boundaries, and there would be a dimin-
ishing advantage and cost penalty for adding foam beyond it.
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Nomenclature
C � specific heat �J/kg K�

Cf � form drag coefficient
dp � pore diameter �m�
D � diameter of enclosure �m�

Da � Darcy number, K /d2

E � heat transfer enhancement factor, Eq. �3�
Ẽ � convective enhancement factor, Eq. �4�
g � constant of gravitational acceleration �m /s2�
h � heat transfer coefficient, q /Akf�Th−Tc�

�W /m2 K�
H � thickness saturated foam and water sublayers

�m�
K � thermal conductivity �W/m K�

km � stagnant thermal conductivity of the porous
medium �W/m K�

k̃ � effective stagnant thermal conductivity of the
foam-water system �W/m K�, Eq. �1�

Table 3 Nusselt numbers with foam sublayers in comparison
to water-only values

Case
k̃

�W/m K�
Raf

��10−8� Nuf E Ẽ

i 0.59 1.09 31.5 NA NA
ii 0.87 1.62 39.2 1.12 1.11
iii 1.59 1.57 40.1 1.15 1.11
iv 1.59 1.21 47.0 1.47 1.53
v 8.84 1.02 48.0 1.58 1.09
vi 0.58 2.69 42.4 NA NA
vii 1.12 3.11 58.0 1.35 1.34
viii 8.84 2.54 59.6 1.48 1.11
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K � permeability �m2�
L � thickness of the foam sublayer �m�

Nuf � Nusselt number for the fluid layer, hH /kf
Prm � Prandtl number for the saturated foam, �C /km

q � heat transfer rate �W�
Raf � fluid Rayleigh number, g��Th−Tc�H3 / ���� f

T � temperature �K�

Greek Symbols
� � thermal diffusivity �m2 /s�
� � isobaric coefficient of thermal expansion �K−1�
� � kinematic viscosity of the fluid �m2 /s�
� � dynamic viscosity of the fluid �kg/m s�

Subscripts
c � cold surface

cond � conduction
f � fluid

foam � with foam present
h � hot surface
m � porous medium
s � solid

water � value for water without foam present
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This work examines the effects of photonically induced interband
excitations from the d-band to states at the Fermi energy on ther-
mophysical properties in noble metals. The change in the electron
population in the d-band and the conduction band causes a
change in electron heat capacity and electron-phonon coupling
factor, which in turn impacts the evolution of the temperature after
pulse absorption and electron thermalization. Expressions for
heat capacity and electron-phonon coupling factor are derived for
electrons undergoing both inter- and intraband transitions. In
noble metals, due to the large d-band to Fermi energy separation,
the contributions to electron heat capacity and electron-phonon
coupling factor of intra- and interband transitions can be sepa-
rated. At high absorbed laser fluences and pulse energies greater
than the interband transition threshold, the interband and intra-
band contributions to thermophysical properties differ.
�DOI: 10.1115/1.3192133�

Keywords: intraband transition, interband transition, electron-
phonon coupling factor, short pulsed laser heating, electronic
band structure

1 Introduction
The well known two temperature model �TTM� �1�, which de-

scribes the rate of energy transfer from a hot thermalized electron
system to a cooler phonon system, has been used to predict tem-
perature changes and to deduce thermophysical properties in a
wide array of studies, including ablation of metal targets �2–4�,
electron-phonon heat transfer in thin films �5–7�, effects of micro-
structural disorder on electron-phonon scattering �8,9�, excitations
in nanoparticles �10–12�, and electron-interface heat transfer
�13–17�. In all of these aforementioned studies, including original
derivation of the TTM by Anisimov et al. �1�, a source term from
an optical excitation is considered. However, this source term is
only considered as a thermal excitation in heat transfer analyses.
In the case of an incident optical excitation, such as that delivered
by an ultrashort laser pulse, the incident photon energy will cause
the electrons in the metal to undergo various inter- and intraband
transitions. In the case of interband transitions, the population in
the electronic bands participating in thermal processes will
change, which will affect the electron heat capacity and electron-
phonon coupling factor �18,19�, subsequently affecting the pre-
dicted temperature change after the optical excitation �20�.

In this technical brief, the effects of optically and thermally
excited interband transitions from the d-band �below the Fermi
surface� to the Fermi surface on the electron heat capacity and

electron-phonon coupling factor responses are considered and
compared with the effects of intraband excitations. Both thermal
transitions from Fermi smearing �18,19� and optical excitations
from incident photon energies �20� cause a change in the elec-
tronic density of states, which in turn affects the thermal proper-
ties and temperature changes after the excitation. Based on
changes in the electronic population in the conduction band and
lower d-band, expressions are derived for heat capacity and
electron-phonon coupling factors in the case of inter- and intra-
band transitions. Specific calculations of electronic heat capacity
and electron-phonon coupling factor are presented for Au. Also,
the intra- and interband contributions to the thermal properties are
separated.

2 Separating Intra- and Interband Transitions
The electronic heat capacity, Ce�Te�, and the electron-phonon

coupling factor, G�Te�, are dependent on the population of the
electron bands within a few kBTe of the Fermi surface �9�, where
kB is Boltzmann’s constant and Te is the temperature of the elec-
tron system. Therefore, the density of states and the electronic
distribution around the Fermi surface will dictate Ce�Te� and
G�Te� �9�. In the case of intraband transitions, the population in
the electron bands does not change, so Ce�Te� and G�Te� are gov-
erned by classical low temperature solid state theory. However,
interband transitions increase/decrease the electron populations at
various energies depending on the nature of the excitation, and
therefore the density of states of the various bands below the
Fermi surface must be taken into account.

In this development, an isotropic dispersion is assumed for the
electron bands. Implications of this assumption are discussed and
some calculations are compared with previous results using ab
initio calculations for the density of states �19�. For the specific
Au calculations involving interband excitations, only the outer-
most d-bands �5d10� are considered, since for electron tempera-
tures and photon energies of interest �0–10,000 K and 0–2.4 eV�,
this is the only band that will contribute excited electrons to the
Fermi level. Excitations from the Fermi level to higher energy
bands will not be considered since those higher energy bands are
initially empty and, therefore, there is no net change in electron
population above the Fermi level from excitations originating at
the Fermi level. In addition, the 5d10 band to Fermi surface tran-
sitions is the dominant population changing transition in Au, as
shown in its thermomodulation spectra �21�. This transition, often
called the interband transition threshold �ITT� �7�, is 2.4 eV in Au
�22� and assumed constant with wavevector in this work due to
the assumption of an isotropic dispersion.

An intraband transition occurs from an excitation with energy
less than the interband transition threshold energy, �ITT. If the
thermal excitation of energy kBTe or optical excitation of energy
h�, where h is Planck’s constant and � is the photon frequency, is
less than �ITT, then the thermal properties are only subject to
intraband effects. Intraband transitions would occur within the
conduction band only as electrons are thermally or optically ex-
cited. At these low energies �i.e., excitation energies less than
�ITT�, a thermal or optical excitation does not excite any electrons
from the d-bands. Therefore, the electron heat capacity is calcu-
lated by

Ce�Te� =�
−�

�

�DC���
� f��,��Te�,Te�

�Te
d� �1�

where � is the electron energy, DC��� is the conduction band
density of states �in the case of Au, the 6s1 band�, and f is the
Fermi–Dirac distribution function with ��Te� being the chemical
potential, which is a function of electron temperature. In the low
temperature limit, ��Te� is approximately equal to the Fermi en-
ergy, �F, and Eq. �1� can be expressed as Ce�Te�=�Te, where � is
commonly called the Sommerfeld coefficient, which is theoreti-
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cally 62.9 J m−3 K−2 �23�. The reduction of Eq. �1� to Ce�Te�
=�Te also assumes that only electrons at the Fermi energy partici-
pate in energy storage, that is, Ce�Te��DC��F�.

The general form for the electron–phonon coupling factor is
given by �24�

G�Te� = ��kB	�
2��
−�

� �DT����2

DT��F� �−
� f��,��Te�,Te�

��
	d� �2�

where � is the reduced Planck’s constant, 	 is the dimensionless
electron-phonon mass enhancement parameter �25�, �
2� is the
second moment of the phonon spectrum �26�, and DT��� is density
of states of all the electron bands modified by the excitation. For
Au, 	�
2�=23 meV2 /�2 �27�. In the case of only intraband tran-
sitions in the conduction band, Eq. �2� is given by

G�Te� = ��kB	�
2��
−�

� �DC����2

DC��F� �−
� f��,��Te�,Te�

��
	d� �3�

At relatively low temperatures, �f�� ,��Te� ,Te���
���−��Te��

���� and Eq. �3� reduces to G0=��kB	�
2�DC��F�, which is the
original expression derived by Allen �28�.

An interband transition occurs from an excitation with energy
greater than �ITT. In this case, electrons in the d-band are excited
to empty states around the Fermi energy and must be considered
in thermal processes. Therefore, the total electron heat capacity
taking into account the conduction band and d-band is given by

Ce�Te� =�
−�

�

�DT���
� f��,��Te�,Te�

�Te
d� �4�

and the electron-phonon coupling factor is given by Eq. �2�. How-
ever, in the event that an electron moves from a filled state in a
d-band to an empty state near the Fermi level through an optical
excitation, the density of states of the conduction band and the
d-band will be changed without a change in Fermi smearing and,
therefore, calculations of Ce�Te� and G�Te� will be altered. In this
case, the number density of the electrons in each band will
change. The number of empty states in the conduction band for
which there is sufficient photon energy to excite an electron is
given by �20�

navailable =�
−�

�

DC����1 − f��,��Te�,Te���1 − H�� − ���Te�

− ��ITT − h�����d� �5�

where H�¯ � is the Heaviside function. Equation �5� will affect
the density of states calculations. Note that this expression for
available states is more physical than the expression used previ-
ously �20� since Eq. �5� does not put any stipulation on the width
of the Fermi surface that is available for electronic excitation, in
addition to accounting for the maximum number of electrons that
can fill the bands, as opposed to arbitrarily increasing the number
density.

Separation of the interband contribution to electron heat capac-
ity is straightforward recognizing that any excitation involving the
d-band electrons is an interband contribution to electron heat ca-
pacity. Therefore, since heat capacity is an additive property, the
interband contribution to electron heat capacity is given by

Ce,inter�Te� =�
−�

�

�DD���
� f��,��Te�,Te�

�Te
d� �6�

where DD��� is density of states of the d-band and DT���
=DC���+DD��� and, therefore, Ce,intra�Te� is defined by Eq. �1�,
which can be rewritten as

Ce,intra�Te� =�
−�

�

�Dc���
� f��,��Te�,Te�

�Te
d� �7�

The separation of the transitions on electron-phonon coupling fac-
tor is dependent on the band structure, however. Equation �2� can
be rewritten as

G�Te� = ��kB	�
2��
−�

� �DC��� + DD����2

DC��F� + DD��F� �−
� f��,��Te�,Te�

��
	d�

�8�
In noble metals �Au, Ag, and Cu�, the density of states of the
d-band at the Fermi level is zero, that is, DD��F�=0. Therefore,
Eq. �8� reduces to

G�Te� = ��kB	�
2��
−�

� �DC��� + DD����2

DC��F� �−
� f��,��Te�,Te�

��
	d�

�9�
Now considering only intraband transitions, Eq. �9� reduces to Eq.
�3�. In noble metals, the density of states of the d-band is so much
greater than that of the conduction band that the conduction band
density of states is relatively constant with energy �this is espe-
cially true in Au as evident from ab initio electronic structure
calculations �19,29�� and, therefore, Eq. �3� reduces to the expres-
sion for G0 derived by Allen, even at high temperature. Thus, the
interband contribution is given by

Ginter�Te� = ��kB	�
2��
−�

� �DD����2

DC��F� �−
� f��,��Te�,Te�

��
	d�

�10�
The reader is cautioned that Eq. �10� is only valid for noble metals
due to the large d-band separation from the Fermi energy. Since
the intraband contribution to G reduces to G0 for noble metals

Gtotal�Te� = G0 + Ginter�Te� �11�
showing that, for noble metals, the inter- and intraband contribu-
tions to the electron-phonon coupling factor are additive, similar
to heat capacity.

3 Effects of Optical Excitations
The key to evaluating Ce�Te� and G�Te� lies in determining

��Te�, which, when only considering intraband transitions, can be
approximated by the Sommerfeld expansion �30�, but when taking
into account d-band excitations must be calculated by conserva-
tion of electron number density by evaluating

nC + nD =�
−�

�

�DC��� + DD����f��,��Te�,Te�d� �12�

where nC+nD is a constant and ��Te� is iterated for each tempera-
ture. For Au, nC is 5.9�1028 m−3 and nD is 5.9�1029 m−3,
which is estimated by the atomic density �23� and the number of
electrons in the 6s1 and 5d10 bands, respectively �31�. The con-
duction band density of states is estimated by DC

=3nC,total�
1/2 / �2�F

3/2�, where the Fermi energy of Au is 5.53 eV
�23�, and nC,total is the total number of electrons in the conduction
band after the excitation, which is given by nC,total=nC+nexcited.
Here, nexcited is the number of electrons excited from the d-band to
the conduction band from incident photons, which is a function of
the number of photons absorbed by the material. If there are
enough photons absorbed by the metal to excite all the electrons
in the d-band up to available states in the conduction band, then
nexcited=navailable, where navailable is defined by Eq. �5�, and there-
fore nC,total=nC+navailable. For this condition to be true, then
navailablenphotons, where nphotons is the number of photons per unit
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volume in the absorbed laser pulse. The number of photons per
volume can be estimated as nphotons=A / �h���, where A is the ab-
sorbed fluence and � is the optical penetration depth at h�. In the
case nphotons is less than navailable, then only nphotons /navailable of the
empty states in the conduction band will be filled by electrons
undergoing interband transitions.

Assuming that all empty states in the conduction band below
the Fermi level are filled by interband excited electrons, that is
navailablenphotons and nC,total=nC+navailable, the number of states
in the d-band after photonically induced interband transitions is
given by nD,total=nD−navailable. The density of states of the 5d10

band in Au can be approximated by a square function with a width
of 5.28 eV �32,33� and the high energy edge of the square func-
tion 2.4 eV below the Fermi energy, giving rise to the ITT energy
in Au, so that DD���=nD,total /5.28�−H��−3.13�+H��+2.15��.
Note the calculation of temperature dependent thermophysical
properties using this approximate band structure has shown close
agreement with calculations of thermophysical properties using
exact ab initio calculations for electronic band structure �29�.

Figure 1 shows the calculations for �a� the electronic heat ca-
pacity, Ce�Te�, and �b� electron-phonon coupling factor, G�Te�, as
a function of temperature in Au for photonic excitations of various
energies, h�=1.55, 2.40, 3.10, and 4.65 eV. 1.55 eV is the funda-
mental output of Ti:Al2O3 oscillators, which are typically used to
examine electron-phonon coupling; 3.10 eV and 4.65 eV are the
frequency doubled and tripled components of the fundamental
Ti:Al2O3 frequency; 2.40 eV is the interband transition threshold
of Au. Figure 1�a� shows predictions for the electron heat capacity
for the different band excitation cases presented in Fig. 1�a�.
When only considering the 6s band in the numerical calculation,
the results are almost identical to the theoretical value for heat
capacity predicted by Ce�Te�=�Te, where �=62.9 J m−3 K−2.
When considering the 5d band, Ce�Te� increases due to Fermi
smearing and thermal excitation of the d-band electrons. This is
intuitive since, when considering d-band electrons at elevated

temperatures, there are more electrons available to “store” heat.
Photonic excitations that completely fill empty states in the con-
duction band increase the electron heat capacity; the increasing
trend in heat capacity increases as more empty states in the con-
duction band are filled.

Figure 1�b� shows the calculations for the electron-phonon cou-
pling factor for the different excitation cases discussed. The
s-band only calculations show a constant trend in G with tempera-
ture and are very close to the predictions of G0. This further sup-
ports Eq. �12� where the constant G is the intraband contribution.
The difference between the two values most likely lies in the
assumption in the numerical calculation of a parabolic density of
states with energy and error in the numerical integration method.
However, the difference between the predicted G0 from theory
�2.43�1016 W m−3 K−1� and the constant G predicted from the
numerical calculations �2.49�1016 W m−3 K−1� is negligible
when comparing to G with d-band excitations. Including d-band
excitations to empty states above the Fermi surface noticeably
increases the electron-phonon coupling factor at low temperatures.
In both Figs. 1�a� and 1�b�, when the photon energy is greater than
�ITT, the values and trends of the thermophysical properties
change due to a change in number density in the electron bands
around the Fermi energy which affects the electron density of
states.

Figures 1�a� and 1�b� show the total Ce�Te� and G�Te�, which
include both intra- and interband contributions. The intraband
contribution in each figure is depicted by the “s-band only” data.
Therefore, the interband contribution is determined by subtracting
the s-band only data from the total Ce�Te� and G�Te� predictions.
The intraband contribution to the heat capacity is given by
Ce,intra�Te�=62.9Te over the entire temperature range. The intra-
band contribution to electron-phonon coupling is simply an offset
of Gintra=G0
2.49�1016 W m−3 K−1.

Fig. 1 Predictions of „a… electron heat capacity and „b… electron-phonon
coupling factor in Au. The numerical calculations are performed using only
the s-band density of states „s-band only…, the s- and d-band density of
states with no photonic excitation „s+d bands…, and the s- and d-band den-
sity of states with a photonic excitation, h� „h�=1.55 eV, h�=2.4 eV, h�
=3.1 eV, and h�=4.65 eV…. The s-band density of states calculations show
close agreement to low temperature theory throughout the temperature
range Te=0–10,000 K.
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4 Conclusions
This work examines the effects of photonically induced inter-

band excitations from the d-band to states at the Fermi energy on
thermophysical properties in noble metals. The change in the elec-
tron population in the d-band and the conduction band causes a
change in electron heat capacity and electron-phonon coupling
factor, which in turn impacts the evolution of the temperature after
pulse absorption and electron thermalization. Expressions for heat
capacity, electron-phonon coupling factor, and transient tempera-
ture change are derived for electrons undergoing both inter- and
intraband transitions. In noble metals, due to the large d-band to
Fermi energy separation, the contributions to electron heat capac-
ity and electron-phonon coupling factor of intra- and interband
transitions can be separated. At high absorbed laser fluences and
pulse energies greater than the interband transition threshold, the
interband and intraband contributions to thermophysical proper-
ties differ.
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Nomenclature
Ce � electron heat capacity, J m−3 K−1

D � electron spectral density of states per unit vol-
ume, m−3 eV−1

f � Fermi–Dirac distribution function
G � electron-phonon coupling factor, W m−3 K−1

H � Heaviside function
h � Planck’s constant, J s
� � Planck’s constant divided by 2�, J s

kB � Boltzmann constant, J K−1

n � number density, m−3

Te � electron temperature, K

Greek Symbols
� � electron energy, eV
� � Sommerfeld coefficient �linear coefficient to

heat capacity�, J m−3 K−2

	 � electron-phonon mass enhancement parameter
�
2� � second moment of the phonon spectrum

� � chemical potential, eV
� � photon frequency, Hz

Subscripts
C � conduction band
D � d-band
F � Fermi

inter � interband transition
intra � intraband transition

T � total
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